Nonlinear Eigenvalue Problems: A Challenge for Modern Eigenvalue Methods
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We discuss the state of the art in numerical solution methods for large scale polynomial or rational eigenvalue problems. We present the currently available solution methods such as the Jacobi-Davidson, Arnoldi or the rational Krylov method and analyze their properties. We briefly introduce a new linearization technique and demonstrate how it can be used to improve structure preservation and with this the accuracy and efficiency of linearization based methods. We present several recent applications where structured and unstructured nonlinear eigenvalue problems arise and some numerical results.

1 Introduction

We discuss numerical methods for the solution of large scale nonlinear eigenvalue problems

\[ \mathcal{F}(\lambda)x = \mathcal{F}(\lambda; M_0, \ldots, M_k; p)x = 0, \]  

(1)

where for \( K = \mathbb{C} \) or \( K = \mathbb{R} \)

\[ \mathcal{F} : \mathbb{D} \rightarrow K^{m,n}. \]

is a family of matrices depending on a variable \( \lambda \in \mathbb{D} \), where \( \mathbb{D} \subset K \) is an open set. As in the linear case, \( \lambda \in \mathbb{D} \) is called an eigenvalue of problem (1) if equation (1) has a nontrivial solution \( x \neq 0 \). Then \( x \) is called an eigenvector corresponding to \( \lambda \).

The function \( \mathcal{F} \) typically depends on some coefficient matrices \( M_0, \ldots, M_k \in K^{m,n} \) and often also on a vector of parameters \( p \in \mathbb{C}^r \), e.g. material parameters or excitation frequencies. In many applications the purpose of the solution of the eigenvalue problem is to optimize
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certain properties of the eigenvalues, eigenvectors or the underlying dynamical system with respect to these parameters.

Nonlinear eigenvalue problems arise in a variety of applications. The most widely studied class in applications is the quadratic eigenvalue problem with

\[ \mathcal{F}(\lambda) := \lambda^2 M + \lambda C + K \]

that arises in the dynamic analysis of structures, see [27, 48, 74, 90] and the references therein. Here, typically the stiffness matrix \( K \) and the mass matrix \( M \) are real symmetric and positive (semi-)definite, and the damping matrix is general. Another source for such problems are vibrations of spinning structures yielding conservative gyroscopic systems [21, 47, 39], where \( K = K^T \) and \( M = M^T \) are real positive (semi-)definite, and \( C = -C^T \) is real skew-symmetric. In most applications one is interested in the eigenvalues of smallest real part.

A quadratic problem of slightly different structure arises in the study of corner singularities in anisotropic elastic materials, [3, 4, 5, 44, 52, 63, 89], where the problem has the form

\[ (\lambda^2 M(p) + \lambda G(p) + K(p))x = 0, \]

with large and sparse coefficient matrices \( M(p) = M(p)^T \), \( G(p) = -G(p)^T \), \( K(p) = K(p)^T \) that are resulting from a finite element discretization. Here \( M(p) \) and \( -K(p) \) are positive definite and the coefficient matrices depend on a set of material and geometry parameters \( p \) which are varied. The part of the spectrum that is desired are the eigenvalues nearest to the imaginary axis and these are also the eigenvalues for which the error estimates in the finite element discretizations is most favorable.

Polynomial eigenvalue problems of the form (3) are called even, see [55], since replacing \( \lambda \) by \(-\lambda\) and transposing gives the same problem. The spectrum of these problems has the Hamiltonian eigensymmetry, i.e. it is symmetric with respect to the real and imaginary axis.

Another recently studied structured eigenvalue problem arises in the optimization of the acoustic emissions of high speed trains [34, 35, 55]. The model for the vibrations of the rails leads to a rational eigenvalue problem of the form

\[ (\lambda M_1(\omega) + M_0(\omega) + \frac{1}{\lambda} M_1^T(\omega))x = 0, \]

where the coefficients \( M_0, M_1 \) are large and sparse complex matrices depending on the excitation frequency \( \omega \). Here \( M_1(\omega) \) is highly rank deficient and \( M_0(\omega) \) is complex symmetric. The eigenvalues occur in pairs \( \lambda, \frac{1}{\lambda} \) and most of the eigenvalues are at 0 and \( \infty \). What is needed in the industrial application are the finite nonzero eigenvalues and the corresponding eigenvectors. None of the classical methods worked for this problem and only special methods that were able to deal with the specific structure delivered sufficiently accurate eigenvalue approximations.

Eigenvalue problems of the form (4) (or rather their polynomial representation which is obtained by multiplying (4) by \( \lambda \)) are called palindromic in [55], since replacing \( \lambda \) by \( \frac{1}{\lambda} \) and transposing yields the same problem. The spectrum has the symplectic eigensymmetry, i.e. it is symmetric with respect to the unit circle.

There are many other applications leading to structured or unstructured quadratic eigenvalue problems. A detailed survey has recently been given in [100].
Quadratic eigenvalue problems are special cases of polynomial eigenvalue problems

$$\mathcal{P}(\lambda)x = \left( \sum_{j=0}^{k} \lambda^j M_j \right) x = 0,$$

with coefficients $M_j \in \mathbb{K}^{n \times n}$. An important application of polynomial eigenvalue problems is the solution of the optimal control problem to minimize the cost functional

$$\int_{t_0}^{t_1} \sum_{i=0}^{k} \left[ (q^{(i)})^T Q_i q^{(i)} + u^T R u \right] dt$$

with $Q_i = Q_i^T$ positive semidefinite, $R = R^T$ positive definite, subject to the $k$-th order control system

$$\sum_{i=0}^{k} M_i q^{(i)} = B u(t),$$

with control input $u(t)$ and initial conditions

$$q^{(i)}(t_0) = q_{i,0}, \ i = 0, 1, \ldots, k - 1. \quad (6)$$

Application of the linear version of the Pontryagin maximum principle, e.g. [61], leads to the boundary value problem of Euler-Lagrange equations

$$\sum_{j=1}^{k-1} \begin{bmatrix} (-1)^{j+1} Q_j & M_j^T \\ M_j & 0 \end{bmatrix} \begin{bmatrix} q^{(2j)} \\ \mu^{(2j)} \end{bmatrix} + \sum_{j=1}^{k-1} \begin{bmatrix} 0 & -M_j^T \\ M_j & 0 \end{bmatrix} \begin{bmatrix} q^{(2j+1)} \\ \mu^{(2j+1)} \end{bmatrix} + \begin{bmatrix} -Q_0 & M_0^T \\ M_0 & -BR^{-1}B^T \end{bmatrix} \begin{bmatrix} x \\ \mu \end{bmatrix} = 0,$$

with initial conditions (6) and $\mu^{(i)}(t_1) = 0$ for $i = 0, \ldots, k - 1$, where we have introduced the new coefficients $M_{k+1} = M_{k+2} = \ldots = M_{2k} = 0$. Here, all coefficients of derivatives higher than $k$ are singular and one obtains a boundary value problem with coefficient matrices that alternate between real symmetric and skew-symmetric matrices. The solution of this boundary value problem can then be obtained by decoupling the forward and backward integration, i.e. by computing the deflating subspace associated with the eigenvalues in the left (or right) half plane, see e.g. [61]. The associated matrix polynomial is even or odd depending on the degree and whether the leading coefficient is symmetric or skew-symmetric, and the spectrum has the Hamiltonian eigensymmetry.

For this problem, even though it is large and sparse, the solution of the boundary value problem requires the computation of a deflating subspace associated with half of the eigenvalues. This can only be done for medium size problems, where it is possible to store the full matrix. If the system size is bigger, then alternative techniques based on low rank approximations to Riccati equations have to be applied, see e.g. [14, 54, 71].
Nonlinear Eigenvalue Problems

Other polynomial eigenvalue problems of higher degree than two arise when discretizing linear eigenproblems by dynamic elements [74, 103, 104] or by least squares elements [78, 79], i.e. if one uses ansatz functions in a Rayleigh–Ritz approach which depend polynomially on the eigenparameter.

Rational eigenproblems

\[ \mathcal{R}(\lambda)x = -Kx + \lambda Mx + \sum_{j=1}^{k} \frac{\lambda}{\sigma_j - \lambda} C_j x = 0, \tag{7} \]

where \( K = K^T \) and \( M = M^T \) are positive definite and \( C_j = C_j^T \) are matrices of small rank, occur in the study of the free vibration of plates with elastically attached masses [59, 96, 106] or vibrations of fluid solid structures [17, 73, 108].

A similar problem

\[ \mathcal{R}(\lambda)x = -Kx + \lambda Mx + \lambda^2 \sum_{j=1}^{k} \frac{1}{\omega_j - \lambda} C_j x = 0 \tag{8} \]

arises when a generalized linear eigenproblem is condensed exactly [72, 102]. Both these problems have real eigenvalues which can be characterized as min-max values of a Rayleigh functional [106], and in both cases one is interested in a small number of eigenvalues at the lower end of the spectrum or which are close to an excitation frequency.

Another type of rational eigenproblem is obtained for the free vibrations of a structure if one uses a viscoelastic constitutive relation to describe the behavior of a material [31, 32]. A finite element model takes the form

\[ \mathcal{R}(\lambda) := \left( \lambda^2 M + K - \sum_{j=1}^{k} \frac{1}{1 + b_j \lambda} \Delta K_j \right)x = 0, \tag{9} \]

where the stiffness and mass matrices \( K \) and \( M \) are positive definite, \( k \) denotes the number of regions with different relaxation parameters \( b_j \), and \( \Delta K_j \) is an assemblage of element stiffness matrices over the region with the distinct relaxation constants. Note that the rational problems (4), (7), (8), and (9) can be turned into polynomial eigenvalue problems by multiplying with an appropriate scalar polynomial in \( \lambda \).

A genuine nonlinear dependence on the eigenparameter appears in dynamic element methods when using non–polynomial ansatz functions [74] or in the stability analysis of vibrating systems under state delay feedback control [37, 38].

Almost all these examples are finite dimensional approximations (typically finite element models) of operator eigenvalue problems and hence are large and sparse. Usually only a small number of eigenvalues in a specific region of the complex plane and associated eigenvectors are of interest.

Furthermore, in most of these applications the eigenvalue problem has extra structure, e.g. is odd, even, or palindromic or a perturbation of a symmetric pencil.

It is common wisdom in numerical analysis, that any kind of extra structure (arising typically from the properties of the underlying physical problem) should be reflected as much as possible in the numerical method. In this way it is guaranteed that the approximate numerical
solution properly reflects the physical properties of the system, and also structure preservation typically leads to a gain in efficiency and accuracy. As an example consider problems with Hamiltonian eigensymmetry. It has been shown in [24, 75, 76] that the problem may be well-conditioned under structured perturbations, but ill-posed under unstructured perturbations.

In summary, the mathematical modelling of many engineering applications leads to large scale polynomial, rational, or more general nonlinear eigenvalue problems with coefficient matrices that are sparse and often have extra structure. Usually only few eigenvalues in a specific region of the complex plane are required. The task of numerical linear algebra is then to design numerical methods that are accurate and efficient for the given problem. The methods should exploit to a maximal extent the sparsity and structure of the coefficient matrices. Furthermore, it should be as accurate as the approximation of the underlying operator problem permits and it should include error and condition estimates.

Many of the currently used mathematical models and numerical methods do not satisfy these requirements, and several failures due to bad modelling or failure of numerical methods have occured in recent years, see e.g. http://www.ima.umn.edu/~arnold/disasters/disasters.html. An interesting example where a failure due to mathematical modeling happened in the context of nonlinear eigenvalue problems is the Millennium bridge over the river Thames in London, which had to be closed right on opening day due to large oscillations, see http://www.arup.com/MillenniumBridge/. The cost to build in new damping was several million pounds. This example demonstrates that millions are invested in new industrial and architectural designs but the mathematics that is used to model and simulate the problem is often very old and not adequate for the current applications.

More research into mathematical modeling, numerical methods and appropriate software for nonlinear eigenvalue problems is urgently needed.

In linear eigenvalue problems $Ax = \lambda x$ or $Ax = \lambda E x$, well established methods are available, that include error and condition estimates. These methods are able to deal with
most of the small or large scale problems in practice [1, 6, 16, 53, 58] and specific methods have been developed to handle extra structures [9, 11, 61, 63, 64].

For nonlinear eigenvalue problems, there are essentially no analogous packages that reach the standard of those for linear problems.

There are several reasons for this lack of adequate software. First of all, the essential tools in most numerically stable eigenvalue methods, the Schur form and generalized Schur form [28], are in general not available for nonlinear eigenvalue problems. Not even an analogue to the Jordan or Kronecker/Weierstrass form is available, [27]. These missing tools make numerical techniques such as deflation, purging and locking of eigenvalues, or implicit restarts very difficult. Also the sensitivity and round-off error analysis for nonlinear eigenvalue problems is still in its infancy, see e.g. [91, 99].

The theoretical analysis and the numerical methods for polynomial eigenvalue problems usually proceed via linearization, i.e. via the embedding of the nonlinear eigenvalue problem into a larger linear eigenvalue problem [27]. This is not ideal, since it makes the problem much bigger and also may significantly increase the conditioning of the problem, i.e. the resulting linear eigenvalue problem may be much more sensitive to perturbations than the original problem, see [99]. Also in the classical linearization approaches usually the inherent symmetry structure of the problem is destroyed. Some progress in the construction of better linearizations comes from the recent work [56], where a systematic new linearization approach has been developed that allows and analyzes also structure preserving linearizations, [33, 55, 64]. We will briefly review this new linearization concept in Section 2.

Most of the literature on polynomial eigenvalue problems discusses only regular matrix polynomials, i.e. square matrix polynomials, where \( \det(P(\lambda)) \) does not vanish identically. Singular problems, however, arise frequently in practice, when automatic modeling leads to overdetermined systems with redundant equations, [22, 65, 98]. Often, the case of singular matrix polynomials can be reduced to the case of regular matrix polynomials using appropriate reduction procedures that have recently been derived in [62, 91]. But these procedures are not yet applicable to large scale problems and rather expensive even for small scale problems.

Finally, it is often assumed that the leading coefficient matrix \( M_k \) is nonsingular or even the identity matrix. In many applications, such as constraint multi-body systems [22, 87], circuit simulation [26], optical waveguide design [88], or problem (4), however, the leading coefficient is singular, i.e. the matrix polynomial has eigenvalues at infinity. In such a case not all linearizations properly reflect the multiplicities of the eigenvalue infinity, see [62, 91]. In [49] it has recently been suggested to use strong linearizations which properly reflect the multiplicities in linearizations. The new general linearization approach of [56] yields strong linearizations and the reduction procedure of [62, 91] allows to deflate this part of the matrix polynomial. In problems with extra structure, this can be done in a structured way, see e.g. [34, 35, 62].

More research is needed on the development of methods and the appropriate perturbation and error analysis, using the original data of the problem and not the matrix pencil arising from the linearization.

Despite the urgent need for more research and many of the described difficulties, there exist many classical but also several new and more prospective numerical methods for nonlinear eigenvalue problems. We will review the state of the art in Section 3 and present some numerical examples in Section 4.
2 Linearization

The classical approach to solve $k$-th degree polynomial eigenvalue problems of the form (5) or rational eigenvalue problems of the forms (7)–(9) is to first perform a linearization [27], i.e. to transform the problem to an equivalent linear eigenvalue problem $(\lambda E - A)x = 0$ with the same eigenvalues.

The transformation between the polynomials and the linear pencil is performed with the help of unimodular matrix polynomials, i.e., matrix polynomials $Q(\lambda)$ such that $\det Q(\lambda)$ is a nonzero constant, independent of $\lambda$.

**Definition 2.1 (Linearization [27])** Let $P(\lambda)$ be a matrix polynomial of $k$-th degree and coefficients in $\mathbb{K}^{n, n}$. A pencil $L(\lambda) = \lambda E - A$ with $E, A \in \mathbb{K}^{kn, kn}$ is called a linearization of $P(\lambda)$ if there exist unimodular matrix polynomials $Q_1(\lambda), Q_2(\lambda)$ such that

$$Q_1(\lambda)L(\lambda)Q_2(\lambda) = \begin{bmatrix} P(\lambda) & 0 \\ 0 & I_{(k-1)n} \end{bmatrix}.$$  

The most commonly used linearization are the first companion form

$$\left( \begin{array}{cccc} M_k & 0 & \cdots & 0 \\ 0 & I_n & 0 & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & I_n \end{array} \right) \lambda + \left( \begin{array}{cccc} M_{k-1} & M_{k-2} & \cdots & M_0 \\ -I_n & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & -I_n & 0 \end{array} \right) \begin{bmatrix} x_k \\ x_{k-1} \\ \vdots \\ x_1 \end{bmatrix} = 0,$n

which is obtained by introducing the new vectors $x_i = \lambda^{i-1}x$, $i = 1, \ldots, k$, and the analogous second companion form with the pencil

$$\left( \begin{array}{cccc} M_k & 0 & \cdots & 0 \\ 0 & I_n & 0 & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & I_n \end{array} \right) \lambda + \left( \begin{array}{cccc} M_{k-1} & -I_n & \cdots & 0 \\ M_{k-2} & 0 & \ddots & 0 \\ \vdots & \ddots & \ddots & -I_n \\ M_0 & 0 & \cdots & 0 \end{array} \right) \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_k \end{bmatrix} = 0.$n

But the companion forms are not the only possible linearizations. In a recent paper [56] a systematic approach has been presented to generate large classes of linearizations by constructing $kn \times kn$ matrix pencils $L(\lambda) = \lambda X + Y$ with the properties

$$L(\lambda) \begin{bmatrix} \lambda^{k-1}I_n \\ \vdots \\ M_n \\ I_n \end{bmatrix} = \begin{bmatrix} v_1P(\lambda) \\ v_2P(\lambda) \\ \vdots \\ v_kP(\lambda) \end{bmatrix}$$  

or

$$L(\lambda) = \begin{bmatrix} \lambda^{k-1}I_n \\ \vdots \\ M_n \\ I_n \end{bmatrix}^T = \begin{bmatrix} v_1P(\lambda) \\ v_2P(\lambda) \\ \vdots \\ v_kP(\lambda) \end{bmatrix}^T \quad (10)$$

for some $v = [v_1, \ldots, v_k]^T \in \mathbb{K}^k$. It has been shown in [56] that in order to properly reflect the infinite eigenvalues (which occur if the leading coefficient $M_k$ is singular) one needs to consider matrix pencils $L(\lambda)$ that satisfy both conditions in (10). Then the following Theorem classifies when such pencils are linearizations.
Theorem 2.2 [56] Suppose that $P(\lambda)$ is a regular matrix polynomial, i.e. $P(\lambda)$ is square and its determinant does not vanish identically, and suppose that $L(\lambda)$ satisfies both conditions in (10). Define the scalar polynomial $q(\xi) = \sum_{k=0}^{n} v_1\xi^{k-1} + v_2\xi^{k-2} + \cdots + v_{k-1}\xi + v_k$. Then $L(\lambda)$ is a linearization for $P(\lambda)$ if and only if the sets $\{\text{Roots of } q(\xi)\}$ and $\{\text{Eigenvalues of } P(\lambda)\}$ are disjoint. Here it is to be understood that $\infty$ may also be an element of either set.

Using this theorem, many different linearizations can be constructed, in particular linearizations that have the same structure as the original matrix polynomial. Furthermore, the freedom in the choice of the coefficients may be used to make the resulting linear eigenvalue problem as well conditioned as possible, although at the writing of this paper it is an open problem how to do this.

Example 2.3 [3, 63] Considering an even quadratic eigenvalue problem of the form (3) and the even polynomial $q(\xi) = 1$, we obtain the linearization
$$L(\lambda) = \lambda \begin{bmatrix} 0 & M \\ -M & G \end{bmatrix} + \begin{bmatrix} -M & 0 \\ 0 & -K \end{bmatrix}.$$ Since $q(\xi)$ has only the eigenvalue $\infty$, we have by Theorem 2.2 that $L(\lambda)$ is a linearization if and only if the mass matrix $M$ is nonsingular.

Example 2.4 [34, 35, 55] Consider a palindromic quadratic eigenvalue problem of the form (4) and the palindromic polynomial $q(\xi) = \xi + 1$, we obtain the palindromic pencil $\lambda Z + Z^T$ with
$$Z = \begin{bmatrix} M_1 & M_0 - M_1^T \\ M_1 & M_1 \end{bmatrix}$$ which is by Theorem 2.2 a linearization if and only if $-1$ is not an eigenvalue of (4). (This condition is always satisfied in the industrial application, since in this example $-1$ corresponds to an undamped vibration of the rail.)

Example 2.5 Consider a symmetric eigenvalue problem of the form (2), i.e. $M, C, K$ are symmetric, and the general polynomial $q(\xi) = v_1\xi + v_0$. A simple calculation yields pencils of the form
$$\lambda \begin{bmatrix} v_1 M & v_2 M \\ v_2 M & v_2 C - v_1 K \end{bmatrix} + \begin{bmatrix} v_1 C - v_2 M & v_1 K \\ v_1 K & v_2 K \end{bmatrix}.$$ By Theorem 2.2 this is a linearization if and only if no eigenvalue of (2) is a root of $q(\xi)$.

3 Numerical methods

There is a vast literature on numerical methods for nonlinear eigenvalue problems. In general, one has to distinguish between dense and large sparse problems.

For dense problems, the size of the problems that can be treated with numerical methods is limited to a few thousand depending on the available storage capacities. Methods for small dense problems, however, are needed in most of the iterative projection methods for large sparse problems. These iterative projection methods make use of the sparse matrix structure and typically require only matrix vector multiplication with the coefficient matrices plus possibly sparse factorizations of matrices, when shift-and-invert is used to get eigenvalues in
the interior of the spectrum. Again here the available storage sets the limit for the system sizes that can be dealt with. Using the sparsity and the symmetry structure of the coefficient matrices, nowadays problems of size on the order of \( n = 10^7 \) can be treated.

In the polynomial or rational case the simplest approach is to use linearization and then to apply standard methods for linear eigenvalue problems, as they are available in [1, 13, 16, 53, 58]. Despite the fact that this increases the dimension, it is usually the method of choice if no special properties of the problem are known. In the case of structured problems the linearization should reflect the structure and then a structure preserving method for the linearized problem should be used. It is currently under discussion to improve the features of [1, 16, 58] to make better use of the resulting structures in the linearized problems.

### 3.1 Newton type methods and inverse iteration

For general nonlinear eigenvalue problems, the classical approach is to formulate the eigenvalue problem as a system of nonlinear equations and to use variations of Newton’s method or the inverse iteration method. For the characteristic equation

\[
\det \mathcal{F}(\lambda) = 0, \quad (11)
\]

it was suggested in [45, 46] to use a \( QR \)-decomposition with column pivoting \( \mathcal{F}(\lambda)P(\lambda) = Q(\lambda)R(\lambda) \), where \( P(\lambda) \) is a permutation matrix which is chosen such that the diagonal elements \( r_{jj}(\lambda) \) of \( R(\lambda) \) are decreasing in magnitude, i.e. \( |r_{11}(\lambda)| \geq |r_{22}(\lambda)| \geq \cdots \geq |r_{nn}(\lambda)| \). Then \( \lambda \) is an eigenvalue if and only if \( r_{nn}(\lambda) = 0 \).

Applying Newton’s method to this equation, one obtains the iteration

\[
\lambda_{k+1} = \lambda_k - \frac{1}{e_n^H Q(\lambda_k) \mathcal{F}'(\lambda_k) P(\lambda_k) R(\lambda_k)^{-1} e_n} \quad (12)
\]

for approximations to an eigenvalue of problem (11). (Here \( e_n \) denotes the \( n \)-th unit vector.) Approximations to left and right eigenvectors can be obtained from

\[
y_k = Q(\lambda_k)e_n \quad \text{and} \quad x_k = P(\lambda_k)R(\lambda_k)^{-1}e_n.
\]

An improved version of this method was suggested in [40, 41] and also quadratic convergence was shown. A similar approach was presented in [116], via a representation of Newton’s method using the \( LU \)-factorization of \( \mathcal{F}(\lambda) \). Other variations of this method can be found in [117, 118]. However, this relatively simple idea is not efficient, since it computes eigenvalues one at a time and needs several \( O(n^3) \) factorizations per eigenvalue. It is, however, useful in the context of iterative refinement of computed eigenvalues and eigenvectors.

Another method that also serves the purpose of iterative refinement is the nonlinear version of inverse iteration. For linear eigenproblems \( Ax = \lambda x \) it is well known that inverse iteration is equivalent to Newton’s method applied to the nonlinear system

\[
\begin{bmatrix}
Ax - \lambda x \\
v^H x - 1
\end{bmatrix} = 0,
\]

where \( \nu \in \mathbb{C}^n \) is suitably chosen. Correspondingly, for the nonlinear problem

\[
\begin{bmatrix}
\mathcal{F}(\lambda)x \\
v^H x - 1
\end{bmatrix} = 0
\]
one step of Newton’s method gives
\[
\begin{bmatrix}
F(\lambda_k) & F'(\lambda_k)x_k \\
v^H & 0
\end{bmatrix}
\begin{bmatrix}
x_k+1 - x_k \\
\lambda_{k+1} - \lambda_k
\end{bmatrix}
= -\begin{bmatrix}
F(\lambda_k)x_k \\
v^Hx_k - 1
\end{bmatrix}.
\]  
(13)

The first component yields
\[
x_{k+1} = -(\lambda_{k+1} - \lambda_k)F'(\lambda_k)x_k,
\]
i.e. the direction of the new approximation to an eigenvector is
\[
u_{k+1} := F(\lambda_k)^{-1}F'(\lambda_k)x_k.
\]
Assuming that \(x_k\) is already normalized by \(v^Hx_k = 1\), the second component of (13) reads \(v^Hx_{k+1} = v^Hx_k\), and multiplying equation (14) by \(v^H\) yields \(\lambda_{k+1} = \lambda_k - \frac{v^Hx_k}{v^Hx_{k+1}}\). Hence, for nonlinear eigenproblems inverse iteration takes the form given in Algorithm 1.

**Algorithm 1 Inverse iteration**

1: Start with \(\lambda_0, x_0\) such that \(v^Hx_0 = 1\)
2: for \(k = 0, 1, 2, \ldots\) until convergence do
3: solve \(F(\lambda_k)u_{k+1} = F'(\lambda_k)x_k\) for \(u_{k+1}\)
4: \(\lambda_{k+1} = \lambda_k - (v^Hx_k)/(v^Hu_{k+1})\)
5: normalize \(x_{k+1} = u_{k+1}/v^Hu_{k+1}\)
6: end for

This algorithm (being a variant of Newton’s method) converges locally and quadratically to \((x, \lambda)\) [2, 68].

The normalization condition can be modified in each step of inverse iteration. It was suggested in [80] to use \(v_k = F(\lambda_k)^Hy_k\) for the normalization, where \(y_k\) is an approximation to a left eigenvector. Then the update for \(\lambda\) becomes
\[
\lambda_{k+1} = \lambda_k - \frac{y_k^HF(\lambda_k)x_k}{y_k^HF'(\lambda_k)x_k},
\]
which is the Rayleigh functional for general nonlinear eigenproblems proposed in [48], and which can be interpreted as one Newton step for solving the equation \(f_\lambda(\lambda) := y_k^HF(\lambda)x_k = 0\). For linear Hermitian eigenproblems this gives cubic convergence if \(\lambda_k\) is updated by the Rayleigh quotient [19, 70]. The same is true [78] for symmetric nonlinear eigenproblems having a Rayleigh functional if we replace statement 4 in Algorithm 1 by \(\lambda_{k+1} = p(u_{k+1})\), where \(p(u_{k+1})\) denotes the real root of \(u_{k+1}^HF(\lambda)u_{k+1} = 0\) closest to \(\lambda_k\). In [67] Newton’s method is considered for the complex function \(\beta(\lambda)\) defined by
\[
F(\lambda)u = \beta(\lambda)x, \ v^Hu = \kappa,
\]
where \(\kappa\) is a given constant, and \(x\) and \(v\) are given vectors. This approach generalizes the method (12), inverse iteration, and a method proposed in [69]. It was proved that the rate of convergence is quadratic, and that cubic convergence can be obtained if not only \(\lambda\), but also \(x\) and/or \(s\) are updated appropriately, thus unifying the results in [2, 45, 46, 48, 68, 69].

The disadvantage of inverse iteration with respect to efficiency is the large number of factorizations that are needed for each of the eigenvalues. The obvious idea then is to use a version of a simplified Newton method, where the shift \(\sigma\) is kept fixed during the iteration, i.e.
to use, \( x_{k+1} = (A - \sigma I)^{-1}x_k \). However, in general this method does not converge in the nonlinear case. The iteration converges to an eigenpair of a linear problem \( F(\sigma)x = \gamma F'(\hat{\lambda})x \), from which one cannot recover an eigenpair of the nonlinear problem (1). A remedy against this problem was proposed in [66]. Assuming that \( F(\lambda) \) is twice continuously differentiable, then Algorithm 1 gives

\[
x_k - x_{k+1} = x_k + (\lambda_{k+1} - \lambda_k)F(\lambda_k)^{-1}F'(\lambda_k)x_k
\]

\[
= F(\lambda_k)^{-1}(F(\lambda_k) + (\lambda_{k+1} - \lambda_k)F'(\lambda_k))x_k
\]

\[
= F(\lambda_k)^{-1}F(\lambda_{k+1})x_k + O(|\lambda_{k+1} - \lambda_k|^2).
\]

Neglecting the second order term one gets

\[
x_{k+1} = x_k - F(\lambda_k)^{-1}F(\lambda_{k+1})x_k.
\]

The advantage of this approach is that replacing \( \lambda_k \) by a fixed shift \( \sigma \) does not lead to misconvergence. The method can be implemented as in Algorithm 2, see [66].

**Algorithm 2 Residual inverse iteration**

1. Let \( v \) be a normalization vector and start with an approximations \( \sigma \) and \( x_1 \) to an eigenvalue and corresponding eigenvector of (1) such that \( v^Hx_1 = 1 \)
2. for \( k = 1, 2, \ldots \) until convergence do
3. solve \( v^HF(\sigma)^{-1}F(\lambda_{k+1})x_k = 0 \) for \( \lambda_{k+1} \)
   or \( x_k^HF(\lambda_{k+1})x_k = 0 \) if \( F(\lambda) \) is Hermitian and \( \lambda_{k+1} \) is real
4. compute the residual \( r_k = F(\lambda_{k+1})x_k \)
5. solve \( F(\sigma)d_k = r_k \) for \( d_k \)
6. set \( z_{k+1} = x_k - d_k \)
7. normalize \( x_{k+1} = z_{k+1}/v^Hz_{k+1} \)
8. end for

If \( F(\lambda) \) is twice continuously differentiable, \( \hat{\lambda} \) a simple zero of \( \det F(\lambda) = 0 \), and if \( \hat{x} \) is an eigenvector normalized by \( v^H\hat{x} = 1 \), then the residual inverse iteration converges for all \( \sigma \) sufficiently close to \( \hat{\lambda} \), and one has the estimate

\[
\frac{\|x_{k+1} - \hat{x}\|}{\|x_k - \hat{x}\|} = O(|\sigma - \hat{\lambda}|) \quad \text{and} \quad |\lambda_{k+1} - \hat{\lambda}| = O(\|x_k - \hat{x}\|^{q}),
\]

where \( q = 2 \) if \( F(\lambda) \) is Hermitian, \( \hat{\lambda} \) is real, and \( \lambda_{k+1} \) solves \( x_k^HF(\lambda_{k+1})x_k = 0 \) in Step 3, and \( q = 1 \) otherwise, see [66].

A variant of this approach is the method of successive linear approximations of [80]. If \( F \) is twice continuously differentiable, and \( \hat{\lambda} \) is an eigenvalue of problem (1) such that \( F'(\hat{\lambda}) \) is nonsingular and 0 is an algebraically simple eigenvalue of \( F'(\hat{\lambda})^{-1}F(\hat{\lambda}) \), then the method in Algorithm 3 converges quadratically to \( \hat{\lambda} \), see [80].

The discussed versions of inverse iteration apply to general nonlinear eigenproblems, although for Hermitian problems and real eigenvalues they converge faster if the eigenvalue approximations are updated using the Rayleigh functional. For Hermitian problems that allow a variational characterization of their eigenvalues [20, 29, 30, 77, 107, 112], an alternative
Algorithm 3 Method of successive linear problems

1: Start with an approximation $\lambda_1$ to an eigenvalue of (1)
2: for $k = 1, 2, \ldots$ until convergence do
3: solve the linear eigenproblem $F(\lambda_k)u = \theta F'(\lambda_k)u$
4: choose an eigenvalue $\theta$ smallest in modulus
5: $\lambda_{k+1} = \lambda_k - \theta$
6: end for

is to use the safeguarded iteration. The method was introduced in [115] for over-damped problems, and in [113] for the non-over-damped case.

Let $J \subset \mathbb{R}$ be an open interval which may be unbounded, and assume that $F(\lambda) \in \mathbb{C}^{n,n}$ is a family of Hermitian matrices, where the elements are differentiable in $\lambda$. If one assumes that for every $x \in \mathbb{C}^n \setminus \{0\}$ the real equation

$$f(\lambda, x) := x^H F(\lambda) x = 0$$

has at most one solution $\lambda \in J$, then (15) defines a functional $\rho$ on some subset $D \subset \mathbb{C}^n$ which generalizes the Rayleigh quotient for linear pencils $F(\lambda) = \lambda E - A$, and which is called Rayleigh functional of the nonlinear eigenvalue problem (1). If one assumes further that $x^H F'(\rho(x)) x > 0$ for every $x \in D$ (generalizing the definiteness requirement for linear pencils), then by the implicit function theorem $D$ is an open set, and differentiating the identity $x^H F(\rho(x)) x = 0$ one obtains that the eigenvectors of (1) are stationary points of

$$x^H F(\rho(x)) x = 0$$

Under these conditions in [112] a minimax principle for the nonlinear eigenproblem (1) was proved if the eigenvalues are enumerated appropriately. A value $\lambda \in J$ is an eigenvalue of (1) if and only if $\lambda = 0$ is an eigenvalue of the matrix $F(\lambda)$, and by Poincaré’s max-min principle there exists $m \in \mathbb{N}$ such that

$$0 = \max_{\dim V = m, x \in V, x \neq 0} \min x^H F(\lambda)x \over \|x\|^2$$

One assigns this $m$ to $\lambda$ as its number and calls $\lambda$ an $m$-th eigenvalue of problem (1).

Under the above assumptions, it was shown in [112] that for every $m \in \{1, \ldots, n\}$ problem (1) has at most one $m$-th eigenvalue in $J$, which can be characterized by

$$\lambda_m = \min_{\dim V = m, D \cap V \neq \emptyset} \sup_{v \in D \cap V} \rho(v).$$

Conversely, if

$$\lambda_m := \inf_{\dim V = m, D \cap V \neq \emptyset} \sup_{v \in D \cap V} \rho(v) \in J,$$

then $\lambda_m$ is an $m$-th eigenvalue of (1), and the characterization (16) holds. The minimum is attained by the invariant subspace of $F(\lambda_m)$ corresponding to its $m$ largest eigenvalues, and the supremum is attained by any eigenvector of $F(\lambda_m)$ corresponding to $\mu = 0$.

The enumeration of eigenvalues and the fact that the eigenvectors of (1) are the stationary vectors of the Rayleigh functional suggests the following Algorithm 4. It was shown in [111, 113] that the safeguarded iteration has the following convergence properties.
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Algorithm 4 Safeguarded iteration

1: Start with an approximation \( \sigma_1 \) to the \( m \)-th eigenvalue of (1)

2: \textbf{for} \( k = 1, 2, \ldots \) \textbf{until} convergence \textbf{do}

3: determine an eigenvector \( x_k \) corresponding to the \( m \)-largest eigenvalue of \( \mathcal{F}(\sigma_k) \)

4: solve \( x_k^T \mathcal{F}(\sigma_{k+1}) x_k = 0 \) for \( \sigma_{k+1} \)

5: \textbf{end for}

(i) If \( \lambda_1 := \inf_{x \in D} \rho(x) \in J \) and \( x_1 \in D \) then the iteration converges globally to \( \lambda_1 \).

(ii) If \( \lambda_m \in J \) is a \( m \)-th eigenvalue of (1) which is simple, then the iteration converges locally and quadratically to \( \lambda_m \).

(iii) Let \( \mathcal{F}(\lambda) \) be twice continuously differentiable, and assume that \( \mathcal{F}'(\lambda) \) is positive definite for \( \lambda \in J \). If, in Step 3 of Algorithm 4, \( x_k \) is chosen to be an eigenvector corresponding to the \( m \)-th largest eigenvalue of the generalized eigenproblem \( \mathcal{F}(\sigma_k) x = \mu \mathcal{F}'(\sigma_k) x \), then the convergence is even cubic.

The methods that have been discussed in this subsection are appropriate for problems for which matrix factorizations of \( \mathcal{F}(\sigma) \) can be carried out and the storage for the factors is available. It is an obvious idea to use iterative methods for the solution of the occurring linear systems, but the convergence properties of the methods have to be carefully analyzed in this case. This topic is also discussed in the following section, where methods that can be applied to large sparse problems are discussed.

3.2 Iterative projection methods for linear problems

For sparse linear eigenvalue problems \( Ax = \lambda x \), iterative projection methods like the Lanczos, Arnoldi, rational Krylov or Jacobi–Davidson method are well established. The basic idea of all these methods is the construction of a \textit{search space} (typically a Krylov subspace) followed by projection of the problem into this subspace. This leads to a small dense problem that is then handled by a dense solver and the eigenvalues of the projected problem are used as approximations to the eigenvalues of the large sparse problem. The main feature of all these methods is that matrix factorizations are avoided as much as possible (except in the context of preconditioning) and the generation of the search space is usually done via an iterative procedure that is based on matrix vector products that can be cheaply obtained.

Two basic types of iterative projection methods are in use: The first type consists of methods which expand the subspaces independently of the eigenpair of the projected problem and which use Krylov subspaces of \( A \) or \( (A - \sigma I)^{-1} \) for some shift \( \sigma \). These methods include the Arnoldi, Lanczos or rational Krylov method. The other type of methods aim at a particular eigenpair and choose the expansion \( q \) such that it has a high approximation potential for a desired eigenvalue/eigenvector or invariant subspace. An example for this approach is the Jacobi–Davidson method.

For the Arnoldi method and similarly for other Krylov subspace methods, the search space is a \textit{Krylov space}

\[
\mathcal{K}_k(A, v_1) = \text{span}\{v_1, Av_1, A^2v_1, \ldots, A^{k-1}v_1\},
\]
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where \( v_1 \) is an appropriately chosen initial vector. The Arnoldi method produces an orthogonal basis \( V_k \) of \( K_k(A, v_1) \) such that the projected matrix \( H_k \) (associated with \( K_k \)) is upper Hessenberg and satisfies \( AV_k = V_k H_k + f_k e_k^T \), where \( e_k \in \mathbb{R}^k \) is the \( k \)-th unit vector and \( f_k \) is orthogonal to the columns of \( V_k \), i.e. \( V_k^T f_k = 0 \). The orthogonality of \( V_k \) implies that \( V_k^T V_k = H_k \) is the orthogonal projection of \( A \) to \( K_k(A, v_1) \).

If \((y, \theta)\) is an eigenpair of the projected problem, and \( x = V_k y \) is the corresponding approximation to an eigenvector of \( Ax = \lambda x \) (which is called a Ritz vector corresponding to the Ritz value \( \theta \)), then the residual satisfies

\[
r := Ax - \theta x = AV_k y - \theta V_k y = V_k H_k y - \theta V_k y + f_k e_k^T y = (e_k^T y) f_k.
\]

Hence, one obtains an error indicator \(|r| = |e_k^T y| \cdot |f_k|\) for the eigenpair approximation \((x, \theta)\) without actually computing the Ritz vector \( x \). If \( A \) is Hermitian then this is even an error bound.

The Arnoldi method together with its variants, is today a standard solver for sparse linear eigenproblems. It is implemented in the package ARPACK [53] and the MATLAB command \texttt{eigs}, see also [6]. The method typically converges to the extreme eigenvalues first. If one is interested in eigenvalues in the interior of the spectrum, or in eigenvalues close to a given focal point \( \tau \), then one can apply the method in a shift-and-invert fashion, i.e. to the matrix \((A - \tau I)^{-1}\) or an approximation of it. In this case one has to determine a factorization of \( A - \tau I \), which, however, may be prohibitive for very large problems.

A way out of this dilemma is the Jacobi–Davidson method of [94]. Let \((x, \theta)\) be an approximation to an eigenpair obtained by a projection method with subspace \( V \). We assume that \(|x| = 1\), \( \theta = x^H Ax \) and \( r := Ax - \theta x \perp x \). Then the most desirable orthogonal correction \( z \) solves the equation

\[
A(x + z) = \lambda(x + z), \quad z \perp x. \tag{17}
\]

As \( z \perp x \), the operator \( A \) can be restricted to the subspace orthogonal to \( x \) yielding \( \tilde{A} := (I - xx^H)A(I - xx^H) \), and from \( \theta = x^H Ax \) it follows that

\[
A = \tilde{A} + Ax x^H + x^H A - \theta xx^H.
\]

Hence, from (17) and \( \tilde{A} z = 0 \) we obtain that \((\tilde{A} - \lambda I)z = -r + (\lambda - \theta - x^H Az)x \). Since both the left hand side and \( r \) are orthogonal to \( x \), it follows that the factor \( \lambda - \theta - x^H Az \) must vanish, and therefore the correction \( z \) has to satisfy \((\tilde{A} - \lambda I)z = -r \). Since \( \lambda \) is unknown, it is replaced by a Ritz approximation \( \theta \), and one ends up with the correction equation

\[
(I - xx^H)(A - \theta I)(I - xx^H)z = -r.
\]

It can be shown that the expanded space \([V, z]\) for the Jacobi–Davidson method contains the direction \( u = (A - \theta I)^{-1} x \), which is obtained by one step of inverse iteration [93]. One therefore can expect similar approximation properties, i.e. quadratic or even cubic convergence, if the problem is Hermitian.

Obviously, the Jacobi–Davidson method is aiming at a particular eigenvalue (close to the shift \( \theta \)). If one is interested in more than one eigenvalue, one typically uses a deflation based on a partial Schur decomposition of the matrix \( A \), see [23].
Both, the shift-and-invert Arnoldi method and the Jacobi-Davidson method have to solve a large linear system. However, while in the Arnoldi method this system in general needs to be solved very accurately to get fast convergence, numerical experiments demonstrate that in the Jacobi–Davidson method it suffices to solve this system approximately to maintain fast convergence. Typically only a small number of steps of a preconditioned Krylov subspace method are sufficient to obtain a good expansion $\mathbf{z}$ for the search space $V$. Implementation details of the Jacobi–Davidson method for various types of linear eigenvalue problems can be found in [6]. Implementations in FORTRAN and MATLAB can be downloaded from http://www.math.ruu.nl/people/sleijpen.

Many, but not all of the ideas in these projection methods can be generalized also to non-linear eigenproblems.

3.3 Structure preserving iterative projection methods for linearized problems

For polynomial and rational problems, the easiest approach is to use linearization and to apply the projection method to the linearization. As we have seen in Section 2 one should use structure preserving linearizations, make use of the symmetries in the generation of the search space and also make sure that the projection leads to a small problem of the same structure. Recently several structure-preserving Krylov subspace methods have been developed [3, 10, 12, 63, 64, 114]. Each of these requires that a structured generalized eigenvalue problem, such as the linearizations obtained in Examples 2.3 or 2.4, is reduced further to a Hamiltonian or symplectic matrix. (A $2n \times 2n$ matrix $H$ is called Hamiltonian if $(HJ)^T = HJ$ and symplectic if $HJH^T = J$, where $J = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix}$.) To see how this can be done very efficiently, consider the even pencil of Example 2.3. Since

$$\begin{bmatrix} 0 & M \\ -M & G \end{bmatrix} = \begin{bmatrix} M & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} I & 0 \\ \frac{1}{2}G & I \end{bmatrix} \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix} \begin{bmatrix} I & \frac{1}{2}G \\ 0 & I \end{bmatrix} \begin{bmatrix} M & 0 \\ 0 & I \end{bmatrix},$$

the pencil Example 2.3 is equivalent to the Hamiltonian matrix

$$H = J \begin{bmatrix} I & 0 \\ \frac{1}{2}G & I \end{bmatrix} \begin{bmatrix} M^{-1} & 0 \\ 0 & K \end{bmatrix} \begin{bmatrix} I & \frac{1}{2}G \\ 0 & I \end{bmatrix},$$

as is shown in [63]. There is no need to assemble the matrix $H$, nor is there any need to compute $M^{-1}$ explicitly. One just needs to compute and use the Cholesky decomposition of $M$ and one should also note that

$$H^{-1} = \begin{bmatrix} I & -\frac{1}{2}G \\ 0 & I \end{bmatrix} \begin{bmatrix} M & 0 \\ 0 & K^{-1} \end{bmatrix} \begin{bmatrix} I & \frac{1}{2}G \\ 0 & 0 \end{bmatrix} J^T,$$

is no less accessible than $H$ itself. This is important, since if one wants the eigenvalues of $H$ that are closest to the origin, one works with $H^{-1}$. If one wants the eigenvalues near a focal-point $\tau$, one might prefer to work with shift-and-invert, i.e. $(H - \tau I)^{-1}$. However, the shift destroys the Hamiltonian structure, so one needs ways to effect shifts while preserving the structure. One simple remedy is to work with the matrix

$$(H - \tau I)^{-1} (H + \tau I)^{-1},$$
which is not Hamiltonian but skew-Hamiltonian, (i.e. it satisfies \((HJ)^T = -HJ\).) If the problem is real and \(\tau\) is neither real nor purely imaginary, one works with the skew-Hamiltonian
\[
(H - \tau I)^{-1}(H - \overline{\tau} I)^{-1}(H + \tau I)^{-1}(H + \overline{\tau} I)^{-1}
\]
to stay within the real number system. Another possibility is to work with the Cayley-transform \((H - \tau I)^{-1}(H + \tau I)\), which is symplectic.

A Krylov subspace method will preserve Hamiltonian, skew-Hamiltonian, or symplectic structure if it generates vectors that span isotropic subspaces. The skew-Hamiltonian form is easiest to preserve, since Krylov subspaces generated by skew-Hamiltonian operators are automatically isotropic [63]. Consequently the standard Arnoldi method preserves the structure automatically in theory. In practice, however, the isotropy is steadily eroded by roundoff errors, so it must be enforced by an additional orthogonalization step. In the context of the Arnoldi process, this means that the vector \(q_{j+1}\) generated in step \(j\) must be made orthogonal to \(Jq_1, \ldots, Jq_j\) as well as \(q_1, \ldots, q_j\). Furthermore, as in all practical Krylov subspace methods, in order to avoid that the storage capacity is exceeded, repeated implicit restarts in the spirit of Sorensen’s implicitly restarted Arnoldi (IRA) process [53, 97] are needed. A method that includes all these features is the skew-Hamiltonian implicitly-restarted Arnoldi algorithm (SHIRA) of [63]. We will present some numerical results obtained with this method in Section 4.

3.4 Iterative projection methods for nonlinear problems

In this section we will discuss projection methods that work directly for general nonlinear eigenproblems. We have already pointed out that in this case the search spaces have to be expanded by directions that have a high approximation potential for the next desired eigenvector.

Assume that \(V\) is an orthonormal basis of the current search space. Let \((\theta, y)\) be a solution of the projected problem \(V^H F(\lambda)V^2 y = 0\), and let \(x = V y\) be the corresponding Ritz vector. Then there are two candidates for expanding \(V\) suggested by the methods in Section 3.1: \(\hat{v} = x - F(\sigma)^{-1} F(\theta) x\) motivated by residual inverse iteration, and \(\tilde{v} = F(\theta)^{-1} F(\theta) x\) corresponding to inverse iteration.

The following two subsections will take advantage of these directions. Expanding a given search space \(V\) by \(\hat{v}\) results in Arnoldi type methods treated in Subsection 3.4.1. Expanding it by the direction of inverse iteration \(\tilde{v}\) requires the solution of a large linear system in every iteration step. As in the case of linear eigenprolems this can be avoided by a Jacobi–Davidson approach considered in Subsection 3.4.2.

3.4.1 Arnoldi type methods

We consider the expansion of \(V\) by \(\hat{v} = x - F(\sigma)^{-1} F(\theta) x\), where \(\sigma\) is a fixed shift (not too far away from the eigenvalue targeted at).

In Arnoldi-like methods the new search direction is orthonormalized against the previous ansatz vectors. Since the Ritz vector \(x\) is contained in the span of \(V\), one may choose the new direction \(v = F(\sigma)^{-1} F(\theta) x\) as well. For the linear problem \(F(\lambda) = A - \lambda B\) this is exactly the Cayley transformation with pole \(\sigma\) and zero \(\theta\), and since
\[
(A - \sigma B)^{-1} (A - \theta B) = I + (\theta - \sigma) (A - \sigma B)^{-1} B
\]
and Krylov spaces are shift-invariant, the resulting projection method expanding $V$ by $v$ is nothing else but the shift-and-invert Arnoldi method.

If it is too expensive to solve the linear system $F(\sigma)v = F(\theta)x$ for $v$, one may choose as new direction $v = M F(\theta)x$ with $M \approx F(\sigma)^{-1}$ which corresponds in the linear case to an inexact Cayley-transform or a preconditioned Arnoldi method. These variants have been introduced in [60] for quadratic eigenvalue problems and in [105, 109] for general nonlinear eigenproblems and are often called \textit{nonlinear Arnoldi method} despite the fact that differently from the linear case no Krylov space is determined in the course of the algorithm.

Since the speed of convergence depends crucially on $|\sigma - \lambda|$, it will be advisable to change the shift or more generally the preconditioner $M$ in the course of the algorithm if the convergence to the current eigenvalue becomes too slow. If one does this, then the resulting method generalizes the \textit{rational Krylov method} that was developed for linear problems in [83]. Thus the name \textit{nonlinear rational Krylov method} would be appropriate as well. But this notation was already introduced in [84, 85] for a different method which we will also discuss below. A template for the nonlinear Arnoldi approach is given by the following algorithm.

\begin{algorithm}
Nonlinear Arnoldi Method
\begin{enumerate}
\item start with an initial shift $\sigma$ and an initial basis $V$, $V^H V = I$;
\item determine a preconditioner $M \approx F(\sigma)^{-1}$,
\item for $m = 1, 2, \ldots$, number of wanted eigenvalues do
\item \hspace{1em} compute appropriate eigenvalue $\mu$ and corresponding eigenvector $y$
\item \hspace{1em} of the projected problem $F_V(\mu)y := V^H F(\mu) V y = 0$,
\item \hspace{1em} determine Ritz vector $u = V y$ and residual $r = F(\mu)u$
\item \hspace{1em} if $\|r\|/\|u\| < \epsilon$ then
\item \hspace{2em} accept approximate eigenpair $\lambda_m = \mu$, $x_m = u$,
\item \hspace{2em} if $m = $ number of desired eigenvalues then STOP end if
\item \hspace{1em} choose new shift $\sigma$ and determine a preconditioner $M \approx F(\sigma)^{-1}$ if indicated
\item \hspace{1em} restart if necessary
\item \hspace{1em} choose approximations $\mu$ and $u$ to next eigenvalue and eigenvector
\item \hspace{1em} determine residual $r = F(\mu)u$
\item \hspace{1em} end if
\item \hspace{1em} $v = Mr$
\item \hspace{1em} $v = v - V V^H v \tilde{v} = v/\|v\|$, $V = [V, \tilde{v}]$
\item \hspace{1em} reorthogonalize if necessary
\item end for
\end{enumerate}
\end{algorithm}

Remark 3.1 There are many details that have to be considered when implementing a nonlinear Arnoldi method according to Algorithm 5. A detailed discussion is given in [106, 111], but the following general comments should be observed.

(i) In Step 1 of Algorithm 5 any pre-information such as known approximate eigenvectors of problem (1) or eigenvectors of contiguous problems can and should be used. If no information on eigenvectors is at hand, and one is interested in eigenvalues close to a focal point $\tau \in D$, then one can choose an initial vector at random, execute a few Arnoldi steps for the linear eigenproblem $F(\tau)u = \theta u$ or $F(\tau)u = \theta F(\tau)u$, and choose $V$ by orthogonalizing eigenvectors corresponding to small eigenvalues in modulus. Starting with a random vector without this preprocessing usually does not lead to convergence.
(ii) The preconditioner in Step 2 should be chosen on the basis of the underlying problem. If this is not available, then full or incomplete sparse \( LU \) decompositions of \( \mathcal{F}(\sigma) \), see [86], present an alternative.

(iii) A crucial point in iterative methods for general nonlinear eigenvalue problems when approximating more than one eigenvalue is to inhibit the method to converge to the same eigenvalue repeatedly. For linear eigenvalue problems this is easy to do by using Schur forms or generalized Schur forms for the projected problem and then locking or purging certain eigenvalues. For nonlinear problems, however, such Schur forms do not exist and this presents one of the most difficult tasks in achieving good convergence. See [15, 23, 57, 60, 105] for different approaches in this direction.

(iv) Since the residual inverse iteration with a fixed shift \( \sigma \) converges linearly, and the convergence rate satisfies \( O(|\sigma - \lambda|) \), it is reasonable to update the preconditioner if the convergence measured by the quotient of the last two residual norms before convergence has become too slow.

For several other recent variations and generalizations of the Arnoldi method for quadratic or general polynomial eigenvalue problems, see [7, 25, 36, 60, 100].

3.4.2 Jacobi–Davidson type methods

Arnoldi type methods are quite efficient in solving sparse nonlinear eigenproblems if an accurate preconditioner \( M \approx \mathcal{F}^{-1} \) is at hand. If this is not the case, then the convergence deteriorates considerably. In this situation Jacobi–Davidson type methods offer an appealing alternative.

A natural generalization of the Jacobi–Davidson method for linear eigenproblems which was already suggested in [92, 95] for polynomial eigenvalue problems and which was studied in [15, 110] for general nonlinear eigenproblems is the following one: Suppose that the columns of \( V \in \mathbb{C}^{n} \) form an orthonormal basis of the current search space, and let \( (x, \theta) \) be a Ritz pair of (1) with respect to \( V \), i.e. \( V^H \mathcal{F}(\theta) V y = 0, x = V y \). Then we consider the correction equation

\[
\left( I - \frac{px^H}{x^H p} \mathcal{F}(\theta) \left( I - \frac{xx^H}{x^H x} \right) \right) z = -r, \quad z \perp x,
\]

where \( p := \mathcal{F}'(\theta) x \) and \( r := \mathcal{F}(\theta) x \).

Equation (18) can be rewritten as \( \mathcal{F}(\theta) z - \alpha p = -r \), where \( \alpha \) has to be chosen such that \( z \perp x \). Solving for \( z \) we obtain

\[
z = -x + \alpha \mathcal{F}(\theta)^{-1} p = -x + \alpha \mathcal{F}(\theta)^{-1} \mathcal{F}'(\theta) x,
\]

and \( x = V y \) yields that \( \tilde{z} := \mathcal{F}(\theta)^{-1} \mathcal{F}'(\theta) x \in \text{span}[V, z] \).

Hence, as in the linear case the new search space \( \text{span}[V, z] \) contains the vector obtained by one step of inverse iteration with shift \( \theta \) and initial vector \( x \), and again we may expect quadratic or even cubic convergence of the resulting iterative projection method, if the correction equation (18) is solved exactly.

As in the linear case the correction equation does not have to be solved exactly to maintain fast convergence, but usually a few steps of a Krylov solver with an appropriate preconditioner.
suffice to obtain a good expansion direction of the search space. The approximate solution of the correction equation has to be orthogonal to \( x \). If (18) is solved by a Krylov solver and the initial approximation is orthogonal to \( x \) then all iterates are orthogonal to \( x \) as well.

In the correction equation (18), the operator \( F(\theta) \) is restricted to map the subspace \( x^\perp \) to \( (F'(\theta)x)^\perp \). Hence, if \( K \approx F(\theta) \) is a preconditioner of \( F(\theta) \) then a preconditioner for an iterative solver of (18) should be modified correspondingly to

\[
\tilde{K} := (I - \frac{px_H}{x_H^Hp})K(I - \frac{xH}{xHx}).
\]

With left-preconditioning, equation (18) becomes

\[
\tilde{K}^{-1}(I - \frac{px_H}{xH^Hp})F(\theta)(I - \frac{xH}{xHx})z = -\tilde{K}^{-1}r, \quad z \perp x.
\] (19)

It was already demonstrated in [94] for linear problems that taking into account the projectors in the preconditioner, i.e. using \( \tilde{K} \) instead of \( K \) in a preconditioned Krylov solver, raises the cost only slightly. In every step one has to solve one linear system \( Kz = y \), and to initialize the solver requires only one additional solve. The transfer to (19) is straightforward [15].

A template for the Jacobi–Davidson method for the nonlinear eigenvalue problem (1) is very similar to the one in Algorithm 5. We only have to replace Step 14 by:

Find an approximate solution of the correction equation

\[
(I - \frac{F'(\mu)uu_H}{uHuF'(\mu)u})F(\mu)(I - \frac{uu_H}{uHu})t = -r
\] (20)

by a preconditioned Krylov solver.

Note that the update rule for the preconditioner used in the Arnoldi type method does not make sense for the Jacobi–Davidson algorithm because of the unpredictable convergence behavior of Krylov solvers. One way is to update the shift if the Krylov solver has not converged in a given number of iterations.

In [101] the efficiency of the Jacobi–Davidson method is demonstrated for large quadratic eigenproblems modeling the propagation of sound waves in a room with sound-absorbing walls. In [39] a gyroscopic eigenproblem \( (\lambda^2M + \lambda(G + \varepsilon D) + K)x = 0 \) is considered, where \( K = K^T, M = M^T, G = -G^T, \) and \( \varepsilon D \) represents the damping of the system. Since the damping is assumed to be small it is suggested to determine eigenpairs \((\lambda_j, x_j)\) of the conservative gyroscopic problem \( (\lambda^2M + \lambda G + K)x = 0 \) in the wanted region by the structure preserving method SHIRA from Section 3.3, and to improve these approximations by the Jacobi–Davidson method for the original quadratic problem.

### 3.4.3 Rational Krylov method

A different approach was developed in [81, 82, 84, 85], which generalizes the rational Krylov method for linear eigenproblems [83] to sparse nonlinear eigenvalue problems by nesting the linearization of problem (1) (by regula falsi) and the solution of the resulting linear eigenproblem (by Arnoldi’s method). Hence, in this approach the two numerical subtasks, i.e. reducing
the large dimension to a much smaller one and solving a nonlinear eigenproblem are attacked simultaneously. This method was applied in [31, 32] to the rational eigenvalue problem (9) governing damped vibrations of a structure.

Linearizing the nonlinear family $F(\lambda)$ by Lagrange interpolation between two points $\mu$ and $\sigma$ one gets

$$F(\lambda) = \frac{\lambda - \mu}{\sigma - \mu} F(\sigma) + \frac{\lambda - \sigma}{\mu - \sigma} F(\mu) + \text{higher order terms.}$$

Keeping $\sigma$ fixed for several steps, iterating on $\mu$, neglecting the remainder in the Lagrange interpolation, and multiplying by $F(\mu)$ from the left one obtains

$$F(\mu) \lambda' = \theta w$$

with $\theta = \frac{\lambda_j - \lambda_{j-1}}{\lambda_j - \sigma}$.

$$F(\sigma)^{-1} F(\lambda_{j-1}) w = \theta w$$

predicting a singularity at

$$\lambda_j = \lambda_{j-1} + \frac{\theta}{1-\theta} (\lambda_{j-1} - \sigma).$$

For large and sparse matrices the linearization (21) is combined with a linear Arnoldi process. After $j$ steps, approximations $\lambda_1, \ldots, \lambda_j$ to an eigenvalue, orthonormal vectors $v_1, \ldots, v_j$, and an upper Hessenberg matrix $H_{j,j-1} \in \mathbb{C}^{j,j-1}$ are generated, such that the Arnoldi recursion

$$F(\sigma)^{-1} F(\lambda_{j-1}) v_{j-1} = V_j H_{j,j-1}$$

is fulfilled (at least approximately), where $V_j = [v_1, \ldots, v_j]$.

Updating the matrix $H_{j,j-1}$ according to the linear theory yields

$$H_{j+1,j} = \begin{bmatrix} H_{j,j-1} & k_j \\ 0 & \|r_\perp\| \end{bmatrix},$$

where $k_j = V_j^H r_j$, $r_j = F(\lambda_j) v_j$, and $r_\perp = r_j - V_j V_j^H v_j$, which due to the nonlinearity of $F(\cdot)$ violates the next Arnoldi relation

$$F(\sigma)^{-1} F(\lambda_j) v_j = V_{j+1} \tilde{H}_{j+1,j}, \quad v_{j+1} = v_\perp / \|v_\perp\|.$$

To satisfy it at least approximately one takes advantage of Lagrangian interpolation

$$G(\lambda_j) \approx \frac{\lambda_j - \sigma}{\lambda_{j-1} - \sigma} G(\lambda_{j-1}) - \frac{\lambda_j - \lambda_{j-1}}{\lambda_{j-1} - \sigma} I = \frac{1}{1-\theta} G(\lambda_{j-1}) - \frac{\theta}{1-\theta} I,$$

where $G(\lambda) := F(\sigma)^{-1} F(\lambda)$, and updates $H$ according to

$$H_{j+1,j} = \begin{bmatrix} \frac{1}{1-\theta} H_{j,j-1} - \frac{\theta}{1-\theta} I_{j,j-1} & k_j \\ 0 & \|r_\perp\| \end{bmatrix}.$$
r = F(σ)^{-1}F(λ)V_j s is enforced to be orthogonal to V_j, and to expand the search space only after the inner iteration has converged which yields Algorithm 6.

The inner iteration is nothing else but a solver of the projected problem

\[ V_j^H F(σ)^{-1}F(λ)V_j s = 0. \]  

Hence, although motivated originally in a different way, the rational Krylov method is an iterative projection method, where the nonlinear eigenproblem F(σ)^{-1}F(λ)x = 0 is projected to a search space V, and V is expanded by the orthogonal complement (with respect to V) of the residual r = F(σ)^{-1}F(λ)V_j s of the Ritz pair and one ends up with Algorithm 7.

Algorithm 7 Rational Krylov method, an iterative projection method

1: start with initial vector V = [v_1] with \( ||v_1|| = 1 \), initial λ and σ
2: for j = 1, 2, \ldots \ until convergence do
3: solve projected eigenproblem V_j^H F(σ)^{-1}F(λ)V_j s = 0 for (λ, s) by inner iteration
4: compute Ritz vector x = V_j s and residual r = F(σ)^{-1}F(λ)x
5: orthogonize r = r - V_j V_j^H r
6: expand searchspace V = [V_j, r/||r||]
7: end for

The inner iteration in Step 3 of Algorithm 7 can be replaced by any dense solver of Section 3.1 and numerical examples in [43] demonstrate that the method can be accelerated considerably this way. It is a disadvantage of the rational Krylov method that symmetry properties which the original problem may have are destroyed if the projected problem (22) is considered instead of V_j^H F(λ)V_j s = 0 in the Arnoldi method or the Jacobi–Davidson algorithm.
But on the other hand, the solvers in Section 3.1 need the explicit form of the projected problem whereas the inner iteration in Algorithm 6 only needs a procedure that yields the vector $\mathcal{F}(\sigma)^{-1}\mathcal{F}(\lambda)x$ for a given $x$.

Iterative projection methods for nonlinear eigenvalue problems have been studied extensively in recent years, but still have not reached a stage of maturity as have the methods for linear problems. More research is needed to improve the current methods, to analyze their stability and convergence behavior, in particular in finite precision, and to generate implementations that can be used in a simple and robust way by non-experts.

4 Numerical examples

To demonstrate the iterative projection methods from the previous sections, we give several numerical examples that have already been mentioned in the introduction.

4.1 Vibrations of a fluid–solid structure

Free vibrations of a tube bundle immersed in a slightly compressible fluid are governed under certain conditions by a boundary value problem with nonlocal boundary conditions depending rationally on the eigenparameter, see [17, 18, 73]. Discretizing by finite elements one obtains a rational matrix eigenvalue problem

$$
\mathcal{F}(\lambda)x := -Kx + \lambda Mx + \sum_{j=1}^{k} \frac{\lambda}{\sigma_j - \lambda} C_j x = 0,
$$

where $K$, $M$, and $C_j$ are symmetric matrices, $K$ and $C_j$ are positive semidefinite, $M$ is positive definite, and $0 := \sigma_0 < \sigma_1 < \cdots < \sigma_k < \sigma_{k+1} := \infty$ are given positive numbers. Then, in each of the intervals $(\sigma_j, \sigma_{j+1})$, $j = 0, \ldots, k$, this problem satisfies the conditions of the min-max characterization (16).

We consider a problems of dimension $n = 22654$ with one pole $\sigma_1 = 1$ which has 11 eigenvalues $\lambda_1 \leq \cdots \leq \lambda_{11}$ in the interval $J_1 = (0, 1)$, see [59], and a large number of eigenvalues greater than 1, 10 of which are contained in the interval $(1, 4)$. We determined approximations to the eigenvalues in $[0, 1)$ by the Arnoldi method, the Jacobi–Davidson method, where in both cases the projected nonlinear eigenproblems were solved by safeguarded iteration, and by the rational Krylov method, where the projected rational eigenproblems were solved by linearizing the equivalent quadratic eigenproblem

$$(1 - \lambda)V^T\mathcal{F}(\sigma)^{-1}\mathcal{F}(\lambda)V y = 0.$$ All three methods were able to find all 11 eigenvalues. The original rational Krylov method (Algorithm 6) as implemented in [42] turned out to depend very sensitively on the initial pole $\sigma$ and the initial approximation to an eigenvalue, and was able to find at most 8 eigenvalues in the interval $[0, 1)$.

Enumerating the eigenvalues according to Section 3.1 the smallest eigenvalue in the interval $(1, 4)$ turns out to be a 6-th eigenvalue. Starting the Arnoldi method and the Jacobi–Davidson method with the invariant subspace of the linear eigenproblem, see [106],

$$
\left( K + \frac{\lambda}{\lambda - 1} C_1 \right)x = \mu Mx, \quad \lambda = 1 + \varepsilon, \varepsilon > 0,
$$
corresponding to the 6 largest eigenvalues, both methods were able to find all eigenvalues in the interval \((1, 4)\). The rational Krylov method destroys the symmetry of the problem, and the enumeration of Subsection 3.1 does not apply. None of the implementations of the rational Krylov methods was able to find more than one or two eigenvalues in the interval \((1, 4)\).

The numerical experiments were run under MATLAB 6.5 on an Intel Centrino M processor with 1.7 GHz and 1 GB RAM. Table 1 summarizes the properties of the iterative projection methods under consideration, where Iter. is the total number of iteration steps, LU fact. is the number of LU factorizations, CPU denotes the CPU time in seconds, and nlin.sol. the CPU time required for solving the projected eigenvalue problems. In either case only a very small share of the total CPU time was needed for solving the projected problems.

<table>
<thead>
<tr>
<th>Method</th>
<th>Iter.</th>
<th>LU fact.</th>
<th>CPU [s]</th>
<th>nlin.sol. [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arnoldi</td>
<td>34</td>
<td>2</td>
<td>14.93</td>
<td>0.13</td>
</tr>
<tr>
<td>Jacobi–Davidson</td>
<td>37</td>
<td>3</td>
<td>112.84</td>
<td>0.15</td>
</tr>
<tr>
<td>rational Krylov</td>
<td>40</td>
<td>2</td>
<td>70.80</td>
<td>0.22</td>
</tr>
<tr>
<td>interval ((1, 4))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arnoldi</td>
<td>36</td>
<td>2</td>
<td>17.35</td>
<td>0.17</td>
</tr>
<tr>
<td>Jacobi–Davidson</td>
<td>37</td>
<td>5</td>
<td>125.87</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 4.1 Iterations and cpu-times for fluid–solid structure problem

### 4.2 Damped vibrations of a structure

As second example we consider the free vibrations of a finite element model as in (9) of dimension 10704 for a solid using a viscoelastic constitutive relation to describe the behavior of the material.

For symmetry reasons we determined only eigenvalues with negative imaginary part, and we computed 30 of them one after another with decreasing imaginary part. The nonlinear projected eigenproblems (after multiplying by \(1 + \omega\)) were solved by linearization, and the iteration was terminated if the norm of the residual was less than \(10^{-6}\).

The Arnoldi method without restarts needed 144 iteration steps, and a CPU time of 707.0 seconds to find all 30 eigenvalues with maximal negative imaginary part (i.e. the average number of iteration steps to determine an eigenvalue is less than 5). No update of the preconditioner was necessary.

The dominant share of the CPU time, namely 469.9 seconds was consumed by the solver of the projected nonlinear eigenproblems. Figure 2 on the left displays the development of the time consumption of the entire iteration and the share of the nonlinear eigensolver. x-marks indicate found eigenvalues. It demonstrates the necessity of restarts, since the superlinear time consumption is mainly caused by the eigensolver.

We restarted the Arnoldi process if the dimension of the search space exceeded 50 with an orthogonal basis of the space spanned by the already determined eigenvectors. The method needed 3 restarts, and again all 30 eigenvalues with maximal negative imaginary part were found by the Arnoldi method requiring 139 iterations, and 4 updates of the preconditioner. The total CPU time was 199.6 seconds. Solving the projected eigenproblems and updating the preconditioners required 25.0 and 30.8 seconds, respectively. The right picture in Figure 2 demonstrates the time consumption for this experiment. Immediately after a restart the speed
of convergence is slowed down. On the other hand this delay yields an update of the preconditioner accelerating the convergence, such that the total number of iteration steps is reduced from 144 to 139.

The Jacobi–Davidson method and the rational Krylov method according to Algorithm 7 are much slower than the Arnoldi method, but they show similar behavior. Without restart a substantial share of the total CPU time is consumed by the solver of the projected nonlinear eigenproblems, and both methods can be accelerated by restarts. Details about these methods are contained in Table 4.2. The rational Krylov method with inner iteration converges for this problem, although it is very slow. To determine the 30 wanted eigenvalues, 366 iterations are necessary requiring 2248.5 seconds.

<table>
<thead>
<tr>
<th>Method</th>
<th>Iter</th>
<th>LU fact</th>
<th>CPU [s]</th>
<th>nl sol. [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arnoldi</td>
<td>144</td>
<td>2</td>
<td>707.0</td>
<td>469.9</td>
</tr>
<tr>
<td>Arnoldi, restarted</td>
<td>139</td>
<td>5</td>
<td>199.6</td>
<td>25.0</td>
</tr>
<tr>
<td>Jacobi–Davidson</td>
<td>111</td>
<td>9</td>
<td>1050.5</td>
<td>161.2</td>
</tr>
<tr>
<td>Jacobi–Davidson, restarted</td>
<td>109</td>
<td>12</td>
<td>914.4</td>
<td>18.9</td>
</tr>
<tr>
<td>rational Krylov</td>
<td>147</td>
<td>3</td>
<td>1107.1</td>
<td>465.3</td>
</tr>
<tr>
<td>rational Krylov, restarted</td>
<td>147</td>
<td>4</td>
<td>647.8</td>
<td>28.5</td>
</tr>
</tbody>
</table>

Table 4.2: Iterations and cpu times for damped vibrations of a structure

### 4.3 Singularity exponents

For a numerical example demonstrating the structure preserving methods, we consider the following problem which originates from [8, 51], for details see [4]. Consider a specimen in form of a brick with a crack as illustrated in Figure 3. The (homogeneous) material has Poisson ratio $\nu = 0.32$, the Young modulus does not influence the result and can be set arbitrarily. The stress concentration near the point $O$ where the crack intersects the surface.
of the brick can be investigated within the linear elasticity framework, as long as the material is brittle, see e.g. [50, 51, 52]. The stress field is derived from the displacement field which can be represented by a regular part and several singular terms of the form \( kr^n u(\varphi, \theta) \) where \((r, \varphi, \theta)\) are spherical coordinates centered in the point of interest, \(k\) is called stress intensity factor, and \(\alpha\) is the characteristic (singular) exponent with the associated mode \(u\). These terms are singular when \(\Re \alpha < 1\) and \(\Re \alpha \neq 0\).

Mathematically, the pair \((\alpha, u)\) is an eigenpair of a quadratic operator pencil [44, 51]. A finite element approximation [5] leads to a finite-dimensional quadratic eigenvalue problem. After substitution \(\lambda = \alpha + 0.5\) this problem has the more convenient form (3). Figure 4 displays the real part of the (approximated) eigenvalues from the strip \(0 < \Re \alpha < 1\) for the whole possible range of the angle \(\xi\) between the crack and the surface. The angle that actually appears depends on the applied load. In [4] several structure preserving linearizations and corresponding iterative projection methods (in a FORTRAN 77 implementation) were compared by computing 9 eigenvalues in order to obtain approximations to the \(2 - 3\) eigenvalues nearest to the imaginary axis. A comparison of the Hamiltonian implicitly restarted Lanczos method HIRL of [114] (with focal point \(\tau = 0.0\)) and the skew-Hamiltonian implicitly-restarted Arnoldi algorithm (SHIRA) of [63] with focal points \(\tau = 1.0\) and \(\tau = 0.0\), as well as a simple non-structured method is given in Figure 5 for the angle \(\xi = 120^\circ\), where the three eigenvalues of interest are well separated. The total CPU time is presented for various discretization parameters \(N\), which is the size of the coefficient matrices \(K, G,\) and \(M\).

The comparison shows that despite a higher complexity per iteration step, the structure preserving method SHIRA proves to be a competitive algorithm to compute eigenvalues of even or odd quadratic pencils, in particular if the focal point is not close to an eigenvalue. For more details see [4].
5 Conclusion

We have discussed the numerical solution of large scale nonlinear eigenvalue problems. The development of efficient and reliable numerical methods for these classes of problems remains a major challenge. More research is needed, in particular in the direction of error and condition estimation as well as the implementation of appropriate software packages such as those that are available for linear eigenvalue problems.
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