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Abstract. We study linear descriptor control systems with rectangular variable coefficient matrices. We introduce condensed forms for such systems under equivalence transformations and use these forms to detect, whether the system can be transformed to a uniquely solvable closed loop system via state or derivative feedback. We show that under some mild assumptions every such system consists of an underlying square subsystem that behaves essentially like a standard state space system, plus some solution components that are constrained to be zero.
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1. Introduction. In this paper we study linear variable coefficient descriptor systems

\[ E(t)\dot{x}(t) = A(t)x(t) + B(t)u(t), \]

in the interval \([t_0, t_1] \subset \mathcal{R}\) together with an initial condition

\[ x(t_0) = x_0. \]

If we denote by \(C^r([t_0,t_1],\mathbb{C}^{n,\ell})\) the set of \(r\)-times continuously differentiable functions from the interval \([t_0,t_1]\) to the vector space \(\mathbb{C}^{n,\ell}\) of complex \(n \times \ell\) matrices then we assume that

\[ E(t), A(t) \in C([t_0,t_1],\mathbb{C}^{n,\ell}), \]
\[ B(t) \in C([t_0,t_1],\mathbb{C}^{n,m}), \]
\[ x(t) \in C([t_0,t_1],\mathbb{C}^{f}), \]
\[ u(t) \in C([t_0,t_1],\mathbb{C}^{m}) \]

is the state of the system

is the control of the system.

Descriptor systems of the form (1) are used in modeling control problems for mechanical multibody systems [32, 30, 31] or electrical circuits [16]. They are also obtained as linearizations of general nonlinear systems along trajectories [6].

In order to study the properties of such systems one needs an understanding of the behaviour of the corresponding differential algebraic equations (DAEs). However, fundamentally different definitions of solvability, index, etc. appear in the literature. See,
for example, [1, 18]. These different definitions lead to different results, although only a few have been achieved so far [7, 8]. In particular, the latter results use the solvability concepts for differential algebraic equations as described in [1, 9, 10, 6].

In recent papers, Kunkel and Mehrmann have discussed a more general solvability concept and have developed canonical forms [18, 20], existence and uniqueness theorems [18, 21] and numerical methods [22, 23] for linear variable coefficient differential-algebraic equations. Extensions to this approach have recently been given by Rabier and Rheinboldt [27].

Several generalizations of the concept of index have also been discussed in the literature. The approach in [7, 8] is based on the solvability concept in [9]. Another approach based on generic solvability is discussed in [14].

It is our ultimate goal to develop numerical methods that allow the computation of the invariants in finite precision arithmetic. We do not discuss the generic approach here, because it is better suited for computer algebra computation. Instead, we will briefly discuss the two different solvability concepts of [9] and [18] in Section 2 and give some extensions of solvability results discussed in [18, 20, 27].

We then show in Section 3 that analogous methods can be used to study the properties of linear descriptor systems with variable coefficients. We obtain condensed forms for linear systems which display properties of the system.

In Section 4 we show that under some mild assumptions every rectangular variable coefficient descriptor system has an underlying square system which in principle behaves like a standard linear state space system, together with some purely algebraic equations and some solution components which are constrained to be zero.

In Section 5 we study the question whether the solvability properties of descriptor systems can be improved by different types of feedback, i.e. whether appropriate linear time-varying feedbacks can be chosen, so that the closed loop system is uniquely solvable for all consistent initial conditions. This topic has been discussed for linear, constant coefficient descriptor systems in [5]. There, it is shown (in the square case $n = \ell$) that uncontrollable higher index modes are constrained to be zero. Thus, regularizable descriptor systems consist of a subsystem that can be made index one via feedback together with some zero components of the state. In this paper we come to essentially the same conclusion for time varying descriptor systems despite the fact that the transformations are more complex.

2. Existence and uniqueness of solutions of linear time varying DAEs. We begin our analysis of the descriptor system (1), (2) with the following definition from [18, 20] on the solvability of linear variable coefficient DAEs of the form

\[ E(t)x(t) = A(t)x(t) + f(t), \quad t \in [t_0, t_1] \subset \mathbb{R} \]

with initial condition (2), $E, A$ as in (3) and $f \in C([t_0, t_1], \mathbb{C}^n)$.

**Definition 2.1.** A function $x : [t_0, t_1] \to \mathbb{C}^\ell$ is a solution of (4) if $x \in C^1([t_0, t_1], \mathbb{C}^\ell)$ and $x$ satisfies (4) pointwise. It is a solution of the initial value problem (4), (2), if $x$ is solution of (4) and $x$ satisfies (2).
An initial condition \((2)\) is called \textit{consistent} if the corresponding initial value problem is solvable, i.e., has at least one solution.

The definition of solvability is still a subject of discussion in the literature. Often it is required that a solution exists for all sufficiently differentiable inhomogeneities [1, Page 22]. Alternatively, only a well-behaved manifold of solutions is required [28]. Also, unique dependence on initial conditions is sometimes incorporated in the definition of solvability [1, 7].

The difficulty is illustrated by the following examples.

**Example 1.** Consider the DAE

\[
\begin{bmatrix}
-t & t^2 \\
-1 & t
\end{bmatrix}
\begin{bmatrix}
\dot{x}(t) \\
\dot{y}(t)
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 \\
0 & -1
\end{bmatrix}
\begin{bmatrix}
x(t) \\
y(t)
\end{bmatrix},
t \in [-1,1].
\]

By Definition 2.1

\[x(t) = c(t) \begin{bmatrix} t \\ 1 \end{bmatrix}\]

is a solution for all \(c \in C^1([-1,1], \mathbb{C})\). Never-the-less, this DAE is not solvable in the sense of [1].

**Example 2.** The linear DAE

\[
\begin{bmatrix}
0 & t \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} =
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} +
\begin{bmatrix}
f_1(t) \\
f_2(t)
\end{bmatrix}
\]

has the solution \(x_1(t) = -t \dot{x}_2(t) - f_1(t)\) and \(x_2(t) = -f_2(t)\). Although the matrix \(E\) changes rank, no singularity appears in the solution. This DAE does not satisfy the hypothesis of the solvability theorem in [18], but as shown in [27] the requirement of constant rank for \(E\) can be relaxed in this case and an extension of the solvability theorem under weaker assumptions is true. This system also satisfies the hypothesis of solvability theorem in [1, Page 30].

**Example 3.** A special case of (4) is the purely algebraic equation \(0 = A(t)x(t) + f(t)\). If \(A(t)\) is nonsingular, then there is a unique solution \(x(t) = -A(t)^{-1} f(t)\) regardless of the smoothness of \(f(t)\). However, this DAE is not solvable in the sense of [1] unless \(f(t)\) is differentiable, because the equivalent ODE is \(A(t) \dot{x}(t) = -A(t)x(t) + \dot{f}(t)\). Although this system is also not solvable in the sense of [18], the normal form given in [18] exists and suggests the introduction of a weaker solution concept. See also [15]. If \(A(t)\) drops rank for some \(t\), then one has to apply the extension of the theory in [18, 20] given in [27] to show solvability. The weakness in [1], which is used in the context of control problems in [7, 8] is that it requires differentiability of all components of the inhomogeneity which is usually not the case in the applications from control. Another weakness of this concept is that it does not apply to rectangular systems. The concept introduced in [18] with the extensions given in [20, 27] is more general, is better suited to control problems, and applies to rectangular systems and distributional solutions. This is the reason why we prefer [18] to [1]. In this paper we will, however, discuss only classical solutions in the sense of Definition 2.1.
Remark 1. A simple but useful trick that removes some but not all of the discussed difficulties with the solvability concept is the following. If we add the term $\dot{E}(t)x(t)$ on both sides of (4) we obtain

$$
\frac{d}{dt}(E(t)x(t)) = (A(t) + \dot{E}(t))x(t) + f(t).
$$

In this form we would have to require sufficient smoothness of $x(t)$ only in the range of $E(t)^T$. This would allow weaker differentiability assumptions for $x$ at the cost of smoothness assumptions for $E$. Such an approach would be more suitable for index one problems in particular, since exactly the differentiability that is needed is displayed. But as is shown in [18] for higher index problems it is still not possible to identify the exact differentiability conditions without going to a canonical form. In order to avoid confusion with the existing literature we therefore use the solvability condition introduced in Definition 2.1.

Another modification of the solvability concept that has been used frequently with constant coefficient systems is to restrict the initial conditions to the range of $E$ by requiring

$$
E(t_0)x(t_0) = E(t_0)x_0.
$$

This would be in line with (5). We will determine in general what the exact consistency conditions for the initial values are in the following. Since these not only include modifications like (6), but also others we will use the more general condition in Definition 2.1.

The standard variable coefficient transformations that can be applied to linear DAEs are changes of bases, i.e., $x(t) = Q(t)y(t)$ and pre-multiplication of (1) by $P(t)$. Under these transformations (4) transforms to

$$
P(t)E(t)Q(t)\dot{y}(t) = (P(t)A(t)Q(t) - P(t)E(t)\dot{Q}(t))y(t) + P(t)f(t).
$$

Definition 2.2. Two pairs of matrix functions $(E_i(t), A_i(t))$, $E_i, A_i \in C([t_0, t_1], \mathbb{C}^{n \times n})$, $i = 1, 2$ are equivalent, if there exist $P \in C([t_0, t_1], \mathbb{C}^{n \times n})$ and $Q \in C^1([t_0, t_1], \mathbb{C}^{l \times l})$ with $P(t), Q(t)$ nonsingular for all $t \in [t_0, t_1]$ such that

$$
(E_2(t), A_2(t)) = P(t)(E_1(t), A_1(t)) \begin{bmatrix} Q(t) & -\dot{Q}(t) \\ 0 & Q(t) \end{bmatrix}.
$$

Based on suitable equivalence transformations we will now extend the solvability theorems of [18, 20, 27].

To simplify the notation in the condensed forms, we denote in the following by $\Sigma_j(t)$ a square diagonal matrix valued function of dimension $j \times j$, which is invertible for all but finitely many $t \in [t_0, t_1]$. We also denote blocks of a matrix which are not specifically needed but which are not necessarily identically zero by $*$ and zero blocks of all dimensions by $0$.

We construct the condensed form via smooth unitary equivalence transformation. This displays the invariants of the system but does not produce a canonical form but
rather a condensed staircase form in the sense of Van Dooren [33] from which invariants can be read off. To do the transformations we use smooth singular value decompositions as they were introduced in [2] and for which several numerical methods are available [2, 25, 34]. To apply these transformations, we need derivatives of the right transformations. These can be obtained numerically from the original matrix function \( E(t) \) and its derivatives using the method described in [17]. Note, however, that the following theorem and the construction procedure in the proof cannot be applied as a practical numerical algorithm. Nevertheless it gives an indication how the computation of the invariants can be carried out locally. (For a discussion of this topic for DAEs see [18]. The extension to descriptor systems is currently investigated.) One step of the construction given in the proof of the following theorem can be carried out locally. If more steps are needed, then local computation is not applicable in the given form.

For the use of determining the required information on the global invariants via local computation see [22].

**Theorem 2.3.** Given analytic matrix valued functions \( E(t), A(t) \) as in (3) there exist unitary analytic matrix valued functions \( P(t), Q(t) \), as in (8) such that the matrices \( P(t)E(t)Q(t), P(t)A(t)Q(t) - P(t)E(t)Q(t) \) have the following form

\[
\begin{align*}
\begin{bmatrix}
E_{11}(t) & E_{12}(t) & 0 \\
0 & E_{22}(t) & 0 \\
0 & E_{32}(t) & 0 \\
\end{bmatrix} \\
\begin{bmatrix}
A_{11}(t) & A_{12}(t) & A_{13}(t) \\
0 & A_{22}(t) & 0 \\
0 & A_{32}(t) & 0 \\
\end{bmatrix}
\end{align*}
\]

where \( E_{11}(t) \) is diagonal and nonsingular except for isolated points, \( E_{22}(t), E_{32}(t) \) and \( A_{32}(t) \) are block upper triangular with zero diagonal blocks and \( A_{22}(t) \) is block upper triangular with diagonal blocks which are nonsingular except for isolated points. The block columns have sizes \( d_\mu, a_\mu, u_\mu \). (Note that \( 0 \times 0 \) matrices are diagonal and invertible, e.g. [11].)

**Proof.** The proof is constructive using a sequence of analytic singular value decompositions (ASVDs), see [2]. In the following we drop the dependence on \( t \) in the formulas. Consider the following recursive procedure:

**Begin:** Let \( E_0 = E, A_0 = A \) and set \( j = 0, n_j = n, \ell_j = \ell \).

1) Let \( P_1, Q_1 \) be unitary matrices of appropriate dimensions that produce an ASVD of \( E_0 \) such that

\[
E_1 := P_1^* E_0 Q_1 = \begin{bmatrix}
\Sigma_{r_j} & 0 \\
0 & 0 \\
\end{bmatrix}.
\]

Set

\[
A_1 := P_1^* A_0 Q_1 - P_1^* E_0 \dot{Q}_1 = \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22} \\
\end{bmatrix}.
\]

If \( r_j = n_j \), i.e. \( E_1 \) has full row rank except for isolated points, then we **STOP** the process here.
2) Let \( \tilde{P}_2, Q_2 \) be unitary matrices that produce a permuted ASVD of \[ A_{21} \quad A_{22} \]:

\[
\tilde{P}_2 \begin{bmatrix} A_{21} & A_{22} \end{bmatrix} Q_2 = \begin{bmatrix} 0 & \Sigma_{ij} \\ 0 & 0 \end{bmatrix}.
\]

Set

\[
P_2 := \begin{bmatrix} I_{r_j} & 0 \\ 0 & \tilde{P}_2 \end{bmatrix},
\]

and set

\[
E_2 := P_2^* E_1 Q_2 = \begin{bmatrix} \hat{E}_{11} & \hat{E}_{12} \\ 0 & 0 \end{bmatrix}, \quad A_2 := P_2^* A_1 Q_2 - P_2^* E_1 \hat{Q}_2 = \begin{bmatrix} \hat{A}_{11} & \hat{A}_{12} \\ 0 & \Sigma_{ij} \end{bmatrix},
\]

The row dimensions are now \( r_j, t_j, p_j = n_j - r_j - t_j \) and the column dimensions are \( \ell_j - t_j, t_j \).

We then set \( n_{j+1} := r_j, \ell_{j+1} := \ell_j - t_j, E_0 := \hat{E}_{11}, A_0 := \hat{A}_{11} \) and \( j = j + 1 \) and repeat the process from Step 1) by applying transformations always to the complete system via an appropriate embedding of the transformation matrices.

end

It is clear that the procedure is finite, since \( n_j \) decreases in each step. At the end of this recursion we have the form

\[
P(t)E(t)Q(t) = \begin{bmatrix} \Sigma_{n_{\mu}}(t) & 0 & * & \cdots & * \\ 0 & 0 & 0 & \cdots & * \\ 0 & 0 & 0 & \cdots & * \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \cdots & 0 \end{bmatrix}
\]

\[
P(t)A(t)Q(t) - P(t)E(t)\hat{Q}(t) = \begin{bmatrix} \hat{A}_{11}(t) & \hat{A}_{12}(t) & * & \cdots & * \\ 0 & 0 & \Sigma_{t_{\mu-1}}(t) & * & \cdots & * \\ 0 & 0 & 0 & \cdots & * \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \Sigma_{t_{\mu-2}}(t) & \ldots & * & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \Sigma_{t_0}(t) & \ldots & * & \cdots & 0 \end{bmatrix}
\]
We then set $E_{11}(t) = \Sigma_{n_\mu}(t)$, permute the second block column to the end and the block rows in the order $1, 2, 4, 6, \ldots, 3, 5, 7, \ldots$ to obtain the final form with $d_\mu = n_\mu$, $a_\mu = t_0 + \ldots + t_\mu$, $w_\mu = n - a_\mu - d_\mu$ and $w'_\mu = \ell - a_\mu - d_\mu$.

**Remark 2.** Note that the analyticity assumption on the coefficient matrices can be relaxed to the condition that all smooth singular value decompositions exist and that rank changes in the factored matrices occur only at isolated points. This property is, however, hard to quantify, since already infinite differentiability of the coefficient matrices may not be enough to guarantee the existence of such a decomposition with once differentiable unitary factors, see [2]. The construction given in the proof of Theorem 2.3 is similar to the construction given in [18] but it needs fewer assumptions, in particular no constant rank assumptions are needed.

**Remark 3.** The block sizes $t_{\mu-1}, \ldots, t_0, p_{\mu-1}, \ldots, p_0$ can be combined to determine the invariants of the equivalence transformation. However, (10) does not display all invariants, so it is a condensed form — not a canonical form. The quantities $d_\mu, a_\mu, u'_\mu, u''_\mu$ are invariants, (see [18]) and they determine existence and uniqueness as is shown in the following corollary. The condensed form is analogous to the staircase form of Van Dooren [33] which is a condensed form for constant matrix pencils that displays some of the invariants of the Kronecker canonical. Such condensed forms are useful, because they allow one to compute the relevant information via unitary transformations, which can be implemented in a numerically stable way. The quantity $\mu$ is called the strangeness index of the DAE and it is a generalization of the differentiation index, e.g. [1, 18, 27, 21]. A variant of the solvability theorem of [20] is then:

**Corollary 2.4.** Let $(E(t), A(t))$ be analytic matrix valued functions as in (3) and $f \in C^\mu([t_0, t_1], \mathbb{C}^n)$. Then, (4) is equivalent to a differential–algebraic equation of the form

\[
\begin{align*}
(a) \quad & \Sigma_{d_\mu}(t)x_1(t) + E_{12}(t)x_2(t) = A_{11}(t)x_1(t) + A_{12}(t)x_2(t) + A_{13}(t)x_3(t) + f_1(t) \\
(b) \quad & E_{22}(t)x_2(t) = A_{22}(t)x_2(t) + f_2(t) \\
(c) \quad & E_{32}(t)x_2(t) = A_{32}(t)x_2(t) + f_3(t),
\end{align*}
\]

(12)

where the inhomogeneity is determined by $f^{(0)}, \ldots, f^{(\mu)}$ and $E_{12}(t)$, $E_{32}(t)$, $A_{22}(t)$, $A_{32}(t)$ are as in (9). In particular, $d_\mu, a_\mu, u'_\mu, u''_\mu$ are the number of differential, algebraic and undetermined components of the unknown $x$ in (a), (b) respectively, while $u'_\mu$ is the number of conditions in (c). In particular, if in addition $f \in C^{\mu+1}([t_0, t_1], \mathbb{C}^n)$, then equation (4) is solvable if and only the following properties hold:

i) At isolated points where the diagonal matrix $\Sigma_{d_\mu}(t)$ or the diagonal blocks of $A_{22}(t)$ are singular, the components in $x_3(t)$ (if they occur) can be chosen so that the solution can be completed in a continuously differentiable way.

ii) The conditions (12(b)) are satisfied at the initial point.

iii) The $u'_\mu$ functional consistency conditions (12(c)) are satisfied for $x_2(t)$ which is fixed by (12(b)). (Observe that (12(b)) fixes $x_2(t)$ by recursive insertion and differentiation except for points where the diagonal blocks of $A_{22}(t)$ are singular, using the nilpotency structure of $E_{12}(t)$.)
An initial condition (2) is consistent if and only if the \( a_\nu \) conditions
\[
E_{\nu 2}(t_0) \dot{x}_2(t_0) = A_{\nu 2}(t_0) x_2(t_0) + f_2(t_0)
\]
yield an \( x_2(t_0) \) which coincides with solution of (12(b)) at \( t_0 \).

The initial value problem (1), (2) is uniquely solvable if we also have
\[
u_\nu = 0.
\]
Otherwise, we can choose \( x_3(t) \in C^1([t_0,t_1],C^{u_\nu}) \) arbitrarily.

Proof. The proof follows directly from Theorem 2.3. Considering the second block equation, we obtain from the form of \( E_{\nu 2}(t), A_{\nu 2}(t) \), that we can recursively solve for the solution components. The diagonal blocks of \( A_{\nu 2}(t) \) are diagonal matrices which are invertible except possibly at isolated points. In these points we have to be able to complete the solution in a smooth way, since these components then have to be differentiated to continue the solution process. There are \( \mu \) differentiations necessary to completely solve for the second block. Inserting \( \dot{x}_2, x_2 \) and choosing \( x_3 \) we can solve equation (12(a)) except at points where the matrix \( \Sigma_{d_\nu}(t) \) is singular. The same argument as above applies in these points. The remaining assertions are straightforward.

In this section we have given a generalization of the condensed form and the solvability results of [18, 20, 27]. We do not need to apply constant rank assumptions, but we need assumptions that guarantee the existence of all ASVDs according to Remark 2. Here we could generalize the construction to weak solvability, which would allow us to drop some further smoothness assumptions, see [27]. In the next section we perform the corresponding construction for linear systems.

3. Condensed forms for linear descriptor systems. In this section we discuss the set of equivalence transformations that we will apply to variable coefficient descriptor systems and canonical forms under these transformations. Using these forms, we obtain information about the system properties. For constant coefficient systems such forms have been studied for general transformations in [24] and for unitary transformations in [3, 4, 5]. The results that we give here generalize the results for the unitary case even for constant coefficient systems.

Observe that we cannot apply directly the solvability result of Section 2, since \textit{usually we cannot assume} that the input functions \( u(t) \) are sufficiently differentiable. In principle we can apply differentiation of components only in the uncontrollable subspace, i.e. the part of the system operating in the left nullspace of \( B(t) \). Note that this is a major difference to the approach in [7, 8], where it is assumed that the input functions are sufficiently smooth.

We use the following global equivalence transformations for the triple of matrix valued functions \((E(t), A(t), B(t))\).

**Definition 3.1.** Two triples of matrix functions \((E_i(t), A_i(t), B_i(t))\), \( E_i, A_i \in C([t_0,t_1],C^{n_i})\), \( B_i \in C([t_0,t_1],C^{m_i})\), \( i = 1, 2 \) are called \textit{equivalent} if there exist
\( P \in C([t_0, t_1], \mathbb{C}^{n,m}), Q \in C^1([t_0, t_1], \mathbb{C}^{d,\ell}) \) and \( W \in C([t_0, t_1], \mathbb{C}^{m,m}) \) with \( P(t), Q(t), W(t) \) nonsingular for all \( t \in [t_0, t_1] \) such that

\[
(15) \quad (E_2(t), A_2(t), B_2(t)) = P(t)(E_1(t), A_1(t), B_1(t)) \left[ \begin{array}{ccc} Q(t) & -\dot{Q}(t) & 0 \\
0 & Q(t) & 0 \\
0 & 0 & W(t) \end{array} \right].
\]

It is easily checked that the above transformations describe equivalence transformations.

We obtain the following condensed form:

**Theorem 3.2.** Given analytic matrix valued functions \( E(t), A(t), B(t) \) as in (3) there exist unitary analytic matrix valued functions \( P(t), Q(t), W(t) \) as in (15) such that the three matrices \( P(t)E(t)Q(t), P(t)A(t)Q(t) - P(t)E(t)\dot{Q}(t), P(t)B(t)W(t) \) have the following form

\[
\begin{align*}
& \begin{bmatrix} d_{\nu} & 0 \\
0 & \Sigma_{d_{\nu}}(t) \end{bmatrix}, \\
& \begin{bmatrix} E_{11}(t) & E_{12}(t) & E_{13}(t) & E_{14}(t) \\
E_{21}(t) & E_{22}(t) & E_{23}(t) & E_{24}(t) \\
0 & 0 & E_{33}(t) & 0 \\
A_{41}(t) & A_{42}(t) & A_{43}(t) & A_{44}(t) \\
0 & 0 & A_{53}(t) & 0 \end{bmatrix}, \quad \begin{bmatrix} B_{11}(t) & B_{12}(t) & B_{13}(t) \\
0 & \Sigma_{\nu_{\nu}}(t) & 0 \\
0 & 0 & \Sigma_{d_{\nu}}(t) & 0 \\
0 & 0 & 0 & 0 \end{bmatrix},
\end{align*}
\]

with \( E_{33}(t) \) block upper triangular with zero diagonal blocks, and \( A_{33}(t) \) block upper triangular with diagonal blocks which are diagonal matrices that are nonsingular except for isolated points. The block columns in \( E, A \) have sizes \( d_{\nu}, \nu_{\nu}, s_{\nu}, u_{\nu} \).

**Proof.** The proof is constructive using again a sequence of analytic singular value decompositions (ASVDs). We again drop the dependence on \( t \) in the formulas. Consider the following recursive procedure:

**Begin:**

Let \( E_0 = E, A_0 = A, B_0 = B \) and set \( j = 0, n_j = n, \ell_j = \ell \).

1) Let \( P_1, Q_1 \) be unitary matrices of appropriate dimensions that produce an ASVD of \( E_0 \) such that

\[
E_1 := P_1^*E_0Q_1 = \begin{bmatrix} \Sigma_{d_{\nu}} & 0 \\
0 & 0 \end{bmatrix}.
\]

Set

\[
A_1 := P_1^*A_0Q_1 - P_1^*E_0\dot{Q}_1 = \begin{bmatrix} A_{11} & A_{12} \\
A_{21} & A_{22} \end{bmatrix}, \quad B_1 := P_1B_0 = \begin{bmatrix} B_{11} \\
B_{21} \end{bmatrix}.
\]
2) Let \( \tilde{P}_2, W_2 \) be unitary matrices of appropriate dimensions that produce an ASVD of \( B_{21} \). Set

\[
\tilde{P}_2^* B_{21} W_2 = \begin{bmatrix} \Sigma_{d_j} & 0 \\ 0 & 0 \end{bmatrix}, \quad P_2 := \begin{bmatrix} I_{d_j} & 0 \\ 0 & \tilde{P}_2 \end{bmatrix},
\]

and

\[
E_2 := P_2^* E_1 = \begin{bmatrix} \Sigma_{d_j} & 0 \\ 0 & 0 \end{bmatrix}, \quad A_2 := P_2^* A_1 = \begin{bmatrix} \hat{A}_{11} & \hat{A}_{12} \\ \hat{A}_{21} & \hat{A}_{22} \end{bmatrix}, \quad B_2 := P_2^* B_1 W_2 = \begin{bmatrix} \Sigma_{c_j} & 0 \\ 0 & 0 \end{bmatrix}.
\]

If \( B_{21} \) had full row rank except at isolated points, then we STOP the process here.

3) Let \( \tilde{P}_3, Q_3 \) be unitary matrices that produce a permuted ASVD of \( \begin{bmatrix} \hat{A}_{31} & \hat{A}_{32} \end{bmatrix} \).

Set

\[
\tilde{P}_3^* \begin{bmatrix} \hat{A}_{31} & \hat{A}_{32} \end{bmatrix} Q_3 = \begin{bmatrix} 0 & \Sigma_{b_j} \\ 0 & 0 \end{bmatrix}, \quad P_3 := \begin{bmatrix} I_{d_j} & 0 \\ 0 & I_{c_j} \\ 0 & 0 & \tilde{P}_3 \end{bmatrix},
\]

and

\[
E_3 := P_3^* E_2 Q_3 = \begin{bmatrix} \hat{E}_{11} & \hat{E}_{12} \\ 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad A_3 := P_3^* A_2 Q_3 - P_3^* E_2 Q_3 = \begin{bmatrix} \hat{A}_{11} & \hat{A}_{12} \\ \hat{A}_{21} & \hat{A}_{22} \\ 0 & \Sigma_{b_j} \end{bmatrix},
\]

(17)

\[
B_3 := P_3^* B_2 = \begin{bmatrix} \hat{B}_{11} & \hat{B}_{12} \\ \Sigma_{c_j} & 0 \\ 0 & 0 \end{bmatrix}.
\]

with block rows of sizes \( d_j, c_j, k_j, q_j = n_j - d_j - c_j - k_j \) and block columns of sizes \( \ell_j - k_j, k_j \) in \( E_3, A_3, \) and \( c_j, m - c_j \) in \( B_3 \).

Now we set \( n_{j+1} = d_j + c_j, \ell_{j+1} = \ell_j - k_j \) and we set \( E_0, A_0 \) to be the \( n_{j+1} \times \ell_{j+1} \) upper left submatrices of \( E_3, A_3 \) and \( B_0 \) to be the upper \( n_{j+1} \times m \) submatrix of \( B_3 \).

Set \( j = j + 1 \) and repeat the process from Step 1) by applying transformations always to the complete system via an appropriate embedding of the transformation matrices.

end

It is clear that the procedure is finite, since \( n_j \) decreases in each step. At the end of
this recursion we have the following forms for the transformed $E, A, B$:

$$
\begin{bmatrix}
\Sigma_{d_\nu}(t) & 0 & \ast & \ast & \ldots & \ast \\
0 & 0 & \ast & \ast & \ldots & \ast \\
0 & 0 & \ast & \ldots & \ast \\
0 & 0 & \ast & \ldots & \ast \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \ast & \ldots & \ast & k_1 \\
0 & \ast & \ldots & \ast & q_1 \\
0 & 0 & 0 & 0 & \ldots & k_0 \\
0 & 0 & 0 & 0 & \ldots & q_0 \\
\end{bmatrix}
\begin{bmatrix}
d_\nu \\
c_\nu \\
k_{\nu-1} \\
q_{\nu-1} \\
\vdots \\
k_1 \\
q_1 \\
k_0 \\
q_0 \\
\end{bmatrix}
$$

$$
\begin{bmatrix}
A_{11}(t) & A_{12}(t) \\
A_{21}(t) & A_{22}(t) \\
\Sigma_{k_{\nu-1}}(t) & \ast & \ldots & \ast \\
0 & \ast & \ldots & \ast \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ast & \ldots & \ast \\
\vdots & \vdots & \ddots & \vdots \\
\Sigma_{k_1}(t) & \ast & \ldots & \ast \\
0 & \ast & \ldots & \ast \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \ldots \\
\end{bmatrix}
\begin{bmatrix}
d_\nu \\
c_\nu \\
k_{\nu-1} \\
q_{\nu-1} \\
\vdots \\
k_1 \\
q_1 \\
k_0 \\
q_0 \\
\end{bmatrix}
$$

$$
\begin{bmatrix}
B_{11}(t) & B_{12}(t) \\
\Sigma_{c_\nu}(t) & 0 \\
0 & 0 \\
0 & 0 \\
\vdots & \vdots \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
d_\nu \\
c_\nu \\
k_{\nu-1} \\
q_{\nu-1} \\
\vdots \\
k_1 \\
q_1 \\
k_0 \\
q_0 \\
\end{bmatrix}
$$

The columns of $E, A$ have sizes $d_\nu, \ell - k_{\nu-1} - \ldots - k_0, k_{\nu-1}, \ldots, k_0$.

We now split the second block row and column further, so that we obtain a square diagonal block of size $v_\nu = \min(c_\nu, \ell - k_{\nu-1} - \ldots - k_0)$ in the (2,2) position. Set $u'_\nu := \ell - k_{\nu-1} - \ldots - k_0 - v_\nu$, and $u'_\nu := c_\nu - v_\nu$. The final form is then obtained by a block permutation which moves the new third block column to the end and permutes
the block rows in the order $1, 2, 3, 5, \ldots, 4, 6, \ldots$. It is as follows:

$$P(t)E(t)Q(t) = \begin{bmatrix}
\Sigma_{d_\nu} & 0 & * & \cdots & * & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & * & \cdots & * & 0 & 0 \\
0 & 0 & * & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0
\end{bmatrix}
\begin{bmatrix}
d_\nu \\
v_\nu \\
k_{\nu-1} \\
k_{\nu-2} \\
\vdots \\
k_0 \\
\hat{u}_\nu \\
q_{\nu-1} \\
q_1 \\
q_0
\end{bmatrix},$$

$$P(t)A(t)Q(t) - P(t)E(t)\dot{Q}(t) = \begin{bmatrix}
A_{11}(t) & A_{12}(t) \\
A_{21}(t) & A_{22}(t)
\end{bmatrix}
\begin{bmatrix}
\Sigma_{d_\nu} & 0 & * & \cdots & * & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & * & \cdots & * & 0 & 0 \\
0 & 0 & * & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0
\end{bmatrix}
\begin{bmatrix}
d_\nu \\
v_\nu \\
k_{\nu-1} \\
k_{\nu-2} \\
\vdots \\
k_0 \\
\hat{u}_\nu \\
q_{\nu-1} \\
q_1 \\
q_0
\end{bmatrix},$$

$$P(t)B(t)W(t) = \begin{bmatrix}
\Sigma_{d_\nu} & 0 & * & * \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\hat{u}_\nu \\
q_{\nu-1} \\
q_1 \\
q_0
\end{bmatrix},$$
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where the widths of the block columns in the transformed $E, A$ are $d_{\nu}, v_{\nu}, k_{\nu-1}, \ldots, k_0,$ $u_{v}^*,$ and $v_{\nu}, \tilde{u}_{v}^*, m - v_{\nu} - \tilde{u}_{v}^*$ in the transformed $B.$ We then combine all the $k_j$-blocks and $q_j$-blocks to blocks of sizes $s_{\nu} = \sum_{j=0}^{\nu} k_j, u_{v}^* = \sum_{j=0}^{\nu} q_j,$ respectively. □

Note again that the analyticity assumption on the coefficient matrices can be relaxed to the condition that all smooth singular value decompositions exist and that rank changes in the factored matrices occur only at isolated points, see Remark 2. If only one step of the procedure given in the proof of Theorem 3.2 needs to be performed, i.e. $\nu = 0$, then the invariant quantities can be obtain via local rank computations.

REMARK 4. Like Theorem 2.3, the condensed form of Theorem 3.2 is not a canonical form, but it does display the relevant information. The corresponding canonical form, using non-unitary transformations has subsequently been developed by Rath [29].

In this section we have determined invariants of the system under global equivalence transformations. We will apply these results in the next section to analyze system properties.

4. The square subsystem. We will now analyze the system (1) after transformation to the condensed form (16).

\[
\begin{bmatrix}
    d_{\nu} \\
    v_{\nu} \\
    s_{\nu} \\
    \tilde{u}_{v}^* \\
    u_{v}^*
\end{bmatrix}
\begin{bmatrix}
    \Sigma_{d_{\nu}}(t) & 0 & E_{13}(t) & 0 \\
    0 & 0 & E_{23}(t) & 0 \\
    0 & 0 & E_{33}(t) & 0 \\
    0 & 0 & E_{43}(t) & 0 \\
    0 & 0 & E_{54}(t) & 0
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3 \\
    x_4
\end{bmatrix}
= 
\begin{bmatrix}
    A_{11}(t) & A_{12}(t) & A_{13}(t) & A_{14}(t) \\
    A_{21}(t) & A_{22}(t) & A_{23}(t) & A_{24}(t) \\
    A_{31}(t) & A_{32}(t) & A_{33}(t) & 0 \\
    A_{41}(t) & A_{42}(t) & A_{43}(t) & A_{44}(t) \\
    A_{51}(t) & A_{52}(t) & A_{53}(t) & 0
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3 \\
    x_4
\end{bmatrix}
+ 
\begin{bmatrix}
    B_{11}(t) & B_{12}(t) & B_{13}(t) \\
    0 & 0 & 0 \\
    0 & \Sigma_{v_{\nu}}(t) & 0 \\
    0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    u_1 \\
    u_2 \\
    u_3
\end{bmatrix},
\]

(18)

with columns of sizes $d_{\nu}, v_{\nu}, s_{\nu}, \tilde{u}_{v}^*,$ in $E,A$ and columns of sizes $v_{\nu}, \tilde{u}_{v}^*, m - u_{\nu} - \tilde{u}_{v}^*$ in $B.$ We immediately make the following observations:

1. From the third block equation we obtain by recursive substitution that $x_3(t) = 0$ almost everywhere and since we want a smooth solution, then we obtain $x_3(t) \equiv 0.$

2. Since $x_3(t) \equiv 0$, the equations given by the last block row are fulfilled trivially. So we might leave these equations off altogether.

Thus we may consider the subsystem

\[
\begin{bmatrix}
    d_{\nu} \\
    v_{\nu} \\
    \tilde{u}_{v}^* \\
    u_{v}^*
\end{bmatrix}
\begin{bmatrix}
    \Sigma_{d_{\nu}}(t) & 0 & 0 \\
    0 & 0 & 0 \\
    0 & 0 & 0 \\
    0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_4
\end{bmatrix}
= 
\begin{bmatrix}
    A_{11}(t) & A_{12}(t) & A_{13}(t) & A_{14}(t) \\
    A_{21}(t) & A_{22}(t) & A_{23}(t) & A_{24}(t) \\
    A_{31}(t) & A_{32}(t) & A_{33}(t) & 0 \\
    A_{41}(t) & A_{42}(t) & A_{43}(t) & A_{44}(t)
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_4
\end{bmatrix}
+ 
\begin{bmatrix}
    B_{11}(t) & B_{12}(t) & B_{13}(t) \\
    0 & \Sigma_{v_{\nu}}(t) & 0 \\
    0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    u_1 \\
    u_2 \\
    u_3
\end{bmatrix},
\]

(19)
with columns of sizes $d_\nu$, $v_\nu$, $u_\nu$ in $E$, $A$ and columns of sizes $v_\nu$, $\tilde{u}_\nu$, $m - u_\nu - \tilde{u}_\nu$ in $B$.

If in this reduced form $u_\nu^c = \tilde{u}_\nu$ then this pencil is square and if we would compute the condensed form for this subsystem via Theorem 3.2, we would obtain $\nu = 0$, $s_0 = 0$, $\tilde{u}_\nu = u_\nu$.

If $u_\nu^c \neq \tilde{u}_\nu$, then we have many possibilities to reconsider this system. Solution component $x_4(t)$ can be chosen arbitrarily and hence could be viewed as an **extra input** to the system. Compare this with the results concerning generalized inverses of differential-algebraic operators in [19]. Also if $\Sigma_{\tilde{u}_\nu}$ is pointwise nonsingular, we could use a nonunitary equivalence transformation to eliminate the block $B_{13}(t)$ in $B$. If we do this and choose some $x_4$, $u_1$, $u_3$, then the first two equations form a subsystem independent from the rest and if its solution is computed, then $u_2$ is fixed. Thus we could interpret $u_2$ as an **extra state variable** rather than a control variable. Combining these ideas we could replace (18) by the system

$$
\begin{align*}
    \begin{bmatrix}
        d_\nu \\
        v_\nu \\
        s_\nu \\
        \tilde{u}_\nu \\
    \end{bmatrix}
    \begin{bmatrix}
        \Sigma_{d_\nu} & 0 & E_{13} & 0 \\
        0 & 0 & E_{23} & 0 \\
        0 & 0 & E_{33} & 0 \\
        0 & 0 & E_{43} & 0 \\
    \end{bmatrix}
    \begin{bmatrix}
        x_1 \\
        x_2 \\
        x_3 \\
        u_2 \\
    \end{bmatrix}
    &=
    \begin{bmatrix}
        A_{11} & A_{12} & A_{13} & B_{12} \\
        A_{21} & A_{22} & A_{23} & 0 \\
        0 & 0 & A_{33} & 0 \\
        A_{41} & A_{42} & A_{43} & \Sigma_{\tilde{u}_\nu} \\
    \end{bmatrix}
    \begin{bmatrix}
        x_1 \\
        x_2 \\
        x_3 \\
        u_2 \\
    \end{bmatrix}
    +
    \begin{bmatrix}
        B_{11} & A_{14} & B_{13} \\
        \Sigma_{v_\nu} & A_{24} & 0 \\
        0 & 0 & 0 \\
        0 & A_{44} & 0 \\
    \end{bmatrix}
    \begin{bmatrix}
        u_1 \\
        u_4 \\
        x_4 \\
        u_3 \\
    \end{bmatrix},
\end{align*}
$$

where we have left out the dependence on $t$ for convenience. This is now a square system.

But it is clear that we can extract a square subsystem in many different ways by reinterpreting states as inputs or vice versa. A suitable choice will certainly depend on the application. In any case we wish to have a unique solution for suitably chosen inputs, thus we cannot allow the pencil to have more columns then rows. On the other hand if there are more rows than columns, then the set of controls that will lead to continuous solutions is restricted by these extra algebraic equations.

The previous observations suggests that the design of a practical control problem should be done in such a way, that components which are identically zero should be left off already in the model and the reinterpretation of components as states or controls should be done beforehand.

Thus we will assume in the following that the system has been reordered so that it has square matrices $E(t)$, $A(t)$ with $\nu = 0$, $s_0 = 0$, $\tilde{u}_\nu = u_\nu$ if we transform it to the condensed form of Theorem 3.2. We call such a subsystem an **underlying square subsystem**.

Observe that although all the transformations that we used are unitary transformations, which can in principle be carried out in a numerically stable way, the rank decisions are still an ill-conditioned problem and small perturbations can change the picture completely. See the remarks for constant coefficient systems in [5], which hold here, too.
5. **Regularization by Feedback.** For constant coefficient systems regularizability, i.e., the question whether there exist proportional and/or derivative feedbacks such that the closed loop system has a regular pencil, i.e., is solvable for all consistent initial vectors, has been studied by several authors, see for example [13, 26, 3, 5]. We now generalize these results to the variable coefficient case. We introduce the following concepts.

**Definition 5.1.**

(a) The descriptor system (1) is called *regularizable by proportional feedback* if there exists a (proportional state) feedback $u(t) = F(t)x(t) + w(t)$ such that the closed loop system

$$E(t)\dot{x}(t) = (A(t) + B(t)F(t))x(t) + B(t)w(t), \quad x(t_0) = x_0$$

is uniquely solvable for every consistent initial vector $x_0$ and any given control $w(t)$.

(b) The descriptor system (1) is called *regularizable by derivative feedback* if there exists a (derivative) feedback $u(t) = G(t)\dot{x}(t) + w(t)$ such that the closed loop system

$$\dot{x}(t) = A(t)x(t) + B(t)w(t), \quad x(t_0) = x_0$$

is uniquely solvable for all consistent initial vectors $x_0$ and any given control $w(t)$.

It is clear from the discussion in the previous section that we need $\hat{u}_v^l = u_v^r$ in order to obtain regularizability, otherwise we cannot expect a unique solution or we have to reinterpolate certain variables. If $\hat{u}_v^l > u_v^r$ then we cannot apply arbitrary controls and if $u_v^r > \hat{u}_v^l$ then the solution will not be unique.

As the following theorem shows this gives a necessary and sufficient condition if the matrices $\Sigma_{d_v}, \Sigma_{v_v}$ occurring in the condensed form are invertible everywhere in the given interval, i.e., no rank drops occur, not even at isolated points.

**Theorem 5.2.** Consider system (1) in the condensed form (16) and assume that the diagonal matrices $\Sigma_{d_v}(t), \Sigma_{v_v}(t), \Sigma_{g_v}(t)$ are pointwise nonsingular in the whole interval $[t_0, t_1]$.

System (1) can be regularized by proportional state feedback if and only if $\hat{u}_v^l = u_v^r$.

System (1) can be regularized by derivative feedback if and only if $\hat{u}_v^l = u_v^r$.

**Proof.** We have already observed that $\hat{u}_v^l = u_v^r$ is a necessary condition. In order to show that this is also sufficient observe that in this case the system can be permuted (by exchanging the last two block rows and columns) to the form

$$d_v \begin{bmatrix} \Sigma_{d_v} & 0 & 0 & E_{13} \\ 0 & 0 & 0 & E_{23} \\ 0 & 0 & 0 & E_{33} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} B_{11} & B_{12} & B_{13} \\ \Sigma_{u_v} & 0 & 0 \\ 0 & \Sigma_{g_v} & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \\ u_3 \end{bmatrix}.$$
Since $\Sigma_{d_v}$ and $\Sigma_{g^i_v}$ are nonsingular in the whole interval, we can choose the proportional feedback

\[
\begin{bmatrix}
  u_1(t) \\
  u_2(t) \\
  u_3(t)
\end{bmatrix} = \begin{bmatrix}
  F_{11}(t) & F_{12}(t) & 0 & 0 \\
  F_{21}(t) & F_{22}(t) & F_{23}(t) & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
  x_1(t) \\
  x_2(t) \\
  x_3(t)
\end{bmatrix} + w(t)
\]

such that

\[
\Sigma_{u_v}(t) \begin{bmatrix}
  F_{11}(t) & F_{12}(t)
\end{bmatrix} = \begin{bmatrix}
  -A_{21}(t) & I - A_{22}(t)
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
  F_{21}(t) & F_{22}(t) & F_{23}(t)
\end{bmatrix} = \begin{bmatrix}
  -A_{41}(t) & -A_{42}(t) & I - A_{44}(t)
\end{bmatrix}
\]

This choice gives a closed loop system

\[
\begin{align*}
  d_v & \begin{bmatrix}
  \Sigma_{d_v} & 0 & 0 & E_{13} \\
  0 & 0 & 0 & E_{23} \\
  0 & 0 & 0 & E_{43} \\
  A_{11} & A_{12} & A_{14} & A_{13} \\
  0 & I & A_{24} & A_{23} \\
  0 & 0 & I & A_{43} \\
  0 & 0 & 0 & A_{33}
\end{bmatrix} \begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3 \\
  x_4
\end{bmatrix} = \\
  v_v & \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  \Sigma_{v_v} & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
  w_1 \\
  w_2 \\
  w_3
\end{bmatrix}
\end{align*}
\]

Recall that the solutions components $x_3$ are constrained to be zero. If we remove these equations, then the remaining system has strangeness index $\mu = 0$, i.e. is uniquely solvable for all consistent initial values.

Similarly in the case of derivative feedback we choose the derivative feedback

\[
\begin{bmatrix}
  u_1(t) \\
  u_2(t) \\
  u_3(t)
\end{bmatrix} = \begin{bmatrix}
  0 & F_{12}(t) & 0 & 0 \\
  0 & 0 & F_{13}(t) & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
  x_1(t) \\
  x_2(t) \\
  x_3(t)
\end{bmatrix} + w(t)
\]

such that $\Sigma_{u_v}F_{12} = -I$ and $\Sigma_{g^i_v}F_{23} = -I$

This choice gives a closed loop system

\[
\begin{align*}
  d_v & \begin{bmatrix}
  \Sigma_{d_v} & 0 & 0 & E_{13} \\
  0 & I & 0 & E_{23} \\
  0 & 0 & I & E_{43} \\
  A_{11} & A_{12} & A_{14} & A_{13} \\
  A_{21} & A_{22} & A_{24} & A_{23} \\
  A_{43} & A_{44} & A_{43} & A_{33} \\
  0 & 0 & 0 & A_{33}
\end{bmatrix} \begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3 \\
  x_4
\end{bmatrix} = \\
  v_v & \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  \Sigma_{v_v} & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
  w_1 \\
  w_2 \\
  w_3
\end{bmatrix}
\end{align*}
\]
which is as required.

It is clear that weaker assumptions can be considered in Theorem 5.2, by allowing rank jumps in the matrices $\Sigma_{d_k}$, $\Sigma_{u_k}$ at isolated points and using a weak solvability concept. This topic is currently under investigation.

Note further that there is still quite a lot of freedom in the choice of the feedback and the freedom may be used to improve the robustness of the system as it was done for constant coefficient systems in [3, 4, 12]. Unfortunately so far it is not really clear what robustness means for variable coefficient systems of the type considered.

6. Conclusion. We have shown that under some smoothness assumptions every linear time varying descriptor system can be transformed to a condensed form which displays free state components which can be interpreted as inputs, fixed controls which can be interpreted as states and form a regularizable subsystem, solution components which are constrained to be zero coming from higher index components that are unchanged by feedback, plus equations which hold trivially. In principle this structure can be obtained from a sequence of smooth singular value decompositions for which numerical methods are available. From a practical point of view, however, the uncontrollable higher index part and the other removable parts are very sensitive to perturbations which may change the whole system structure. In view of this, modeling or linearization which leads to such components should be avoided.
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