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Abstract. In this paper, the disturbance decoupling problem for descriptor systems via feedbacks that are based on measurements is discussed. Necessary and sufficient conditions are derived for the existence of feedbacks so that the disturbances do not influence the input/output behavior. At the same time, the closed-loop system becomes regular, of index at most one, and possibly also stable. The construction is based on a transformation to condensed form under orthogonal equivalence transformations that can be directly implemented as a numerically stable method.
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1. Introduction. In this paper, we study the disturbance decoupling problem for descriptor systems by measurement feedback using methods that were developed recently in [6, 7, 8]. Consider a descriptor system of the form

\[ \begin{align*}
    E \dot{x} &= Ax + Bu + Gd, \\
    y &= Cx, \\
    z &= Hx,
\end{align*} \]

where \( x \in \mathbb{R}^n \) is the state, \( u \in \mathbb{R}^m \) is the control input, \( y \in \mathbb{R}^p \) is a measurement, \( z \in \mathbb{R}^r \) is the output, and \( d \in \mathbb{R}^s \) is a disturbance that may represent modeling or measuring errors, noise, higher-order terms in a linearization, or just an unknown input to the system. The system matrices satisfy \( E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, G \in \mathbb{R}^{n \times l}, C \in \mathbb{R}^{p \times n}, \) and \( H \in \mathbb{R}^{r \times n}. \)

The topic of this paper is to design a feedback compensator for system (1), based on measurements, which has the form

\[ \begin{align*}
    E_m \dot{w} &= A_m w + Ly, \\
    u &= Mw + Ny,
\end{align*} \]

where \( w \in \mathbb{R}^k \) is the state of the compensator and \( k \) is the order of the compensator.

The closed-loop system obtained with this compensator is

\[ \begin{align*}
    \mathcal{E} \begin{bmatrix} \dot{x} \\ \dot{w} \end{bmatrix} &= \begin{bmatrix} A & G \\ 0 & 0 \end{bmatrix} \begin{bmatrix} x \\ w \end{bmatrix} d, \\
    z &= \begin{bmatrix} H \\ 0 \end{bmatrix} \begin{bmatrix} x \\ w \end{bmatrix}.
\end{align*} \]
with
\[
E := \begin{bmatrix} E & 0 \\ 0 & E_m \end{bmatrix}, \quad A := \begin{bmatrix} A + BNC & BM \\ LC & A_m \end{bmatrix}.
\]

Apart from the requirement that the disturbances should not occur in the input/output relationship, i.e., that we have
\[
(4) \quad \begin{bmatrix} H & 0 \end{bmatrix} \begin{bmatrix} sE - A - BNC & -BM \\ -LC & sE_m - A_m \end{bmatrix}^{-1} \begin{bmatrix} G \\ 0 \end{bmatrix} = 0,
\]
further properties are desirable for the closed-loop system. First of all, the pencil of the closed-loop system (3) should be regular, i.e., \( \det(sE - A) \) does not vanish identically for all \( s \). This condition ensures that the closed-loop system has a unique solution for all sufficiently smooth \( d \) and appropriate initial conditions. Secondly, we would like the closed-loop system to have index at most one, i.e., all the Jordan blocks associated with infinite eigenvalues of the matrix pencil \( sE - A \) are of size at most one. This condition guarantees that no impulsive modes occur in the response of the system if piecewise-constant input functions are used; see [4, 5] for a discussion of these issues. Finally, for obvious reasons, we would like the closed-loop system to be stable, i.e., all finite eigenvalues of the closed-loop system are in the open left half-plane.

Disturbance decoupling via state and output feedback has been discussed widely in the literature [2, 6, 7, 12, 14]. The use of measurement feedback, however, is more practical and has (to our knowledge) not been discussed so far. We will present necessary and sufficient conditions for the solution of these problems.

The basis for our results is a condensed form under orthogonal equivalence transformations, which is a variation of the generalized upper-triangular (GUPTRI) form for matrix pencils [10, 11]. Numerical methods for the computation of this form are available in LAPACK [1]. The GUPTRI form displays all the invariants, in particular the left and right Kronecker indices, but it is not the complete canonical form.

**Lemma 1.1.** [10] Given a matrix pencil \( (E, A), \ E, A \in \mathbb{R}^{n \times n} \), there exist orthogonal matrices \( P \in \mathbb{R}^{n \times n}, \ Q \in \mathbb{R}^{l \times l} \) such that \((PEQ, PAQ)\) are in the following GUPTRI form:

\[
P(sE - A)Q = \begin{bmatrix} l_1 & l_2 & l_3 & l_4 \\ n_1 & n_2 & n_3 & n_4 \end{bmatrix} \begin{bmatrix} sE_{11} - A_{11} & sE_{12} - A_{12} & sE_{13} - A_{13} & sE_{14} - A_{14} \\ 0 & sE_{22} - A_{22} & sE_{23} - A_{23} & sE_{24} - A_{24} \\ 0 & 0 & sE_{33} - A_{33} & sE_{34} - A_{34} \\ 0 & 0 & 0 & sE_{44} - A_{44} \end{bmatrix}.
\]

Here \( n_2 = l_2, n_3 = l_3, \) and \( sE_{11} - A_{11} \) and \( sE_{44} - A_{44} \) contain all left- and right-singular Kronecker blocks of \( sE - A \), respectively. Furthermore, \( sE_{22} - A_{22} \) and \( sE_{33} - A_{33} \) are regular and contain the regular finite and infinite structures of \( sE - A \), respectively.

We use the following notation: \( S_\infty(M) \) denotes a matrix with orthogonal columns spanning the right nullspace of a matrix \( M \), \( T_\infty(M) \) denotes a matrix with orthogonal
columns spanning the right nullspace of a matrix $M^T$, $\deg(f(s))$ denotes the degree of the polynomial $f(s)$, $\text{rank}_g[\cdot](s)$ denotes the generic rank of a rational matrix function, $\mathbb{C}^+$ denotes the closed right half complex plane; and $\mathbb{C}^-$ denotes the open left half complex plane.

Our necessary and sufficient conditions will depend on the quantities that can be read off from the condensed form that we determine in Section 2.

We will also formulate these conditions in terms of the original data of the system as well as geometric conditions related to dimensions of subspaces. This allows a coordinate-free statement of our results and control theoretic interpretations.

We recall three useful and well-known lemmas that we need in the proofs of the main theorems in the following section and that characterize separately the conditions that are needed to fulfill the requirements for the closed-loop system.

The first lemma characterizes when we can do the disturbance decoupling at all.

\textbf{Lemma 1.2.} [7] Consider matrices $E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}$ and assume that $(E, A)$ is regular. Then $C(sE - A)^{-1}B = 0$ if and only if

$$\text{rank}_g \begin{bmatrix} sE - A & B \\ C & 0 \end{bmatrix} = n.$$

Our second result is the characterization of when a system is regular and of index at most one.

\textbf{Lemma 1.3.} [4, 9] Let $E, A \in \mathbb{R}^{n \times n}$. The following statements are equivalent:

(a) $(E, A)$ is regular and of index at most one.

(b) $\text{rank} \begin{bmatrix} E & AS_n(E) \end{bmatrix} = n$.

(c) $\text{rank} \begin{bmatrix} E \\ T_n(E)A \end{bmatrix} = n$.

(d) $\deg(\det(sE - A)) = \text{rank}(E)$.

Finally, we have the characterization of when a system can be regularized to have index at most one and also when it can be made stable by feedback.

\textbf{Lemma 1.4.} [4, 9] Let $E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}$.

(a) There exists a matrix $F \in \mathbb{R}^{m \times n}$ such that $(E, A + BF)$ is regular if and only if

$$\text{rank}_g \begin{bmatrix} sE - A & B \end{bmatrix} = n.$$  

(b) There exists a matrix $F \in \mathbb{R}^{m \times n}$ such that $(E, A + BF)$ is regular and stable if and only if

$$\text{rank} \begin{bmatrix} sE - A & B \end{bmatrix} = n \quad \forall s \in \mathbb{C}^+.$$  

(c) There exists a matrix $F \in \mathbb{R}^{m \times n}$ such that $(E, A + BF)$ is regular and of index at most one if and only if (6) holds and

$$\text{rank} \begin{bmatrix} E & AS_n(E) \\ B \end{bmatrix} = n.$$  

(d) There exists a matrix $F \in \mathbb{R}^{m \times n}$ such that $(E, A + BF)$ is regular, stable, and of index at most one if and only if (7) and (8) hold.
If the matrix \([ sE - A \quad B ]\) has full rank for all \( s \in \mathbb{C} \), then the associated system is called \( R\)-controllable and if \([ sE - A \quad C ]\) has full rank for all \( s \in \mathbb{C} \) then the associated system is called \( R\)-observable; see [3, 4].

Condition (8) is often called \textit{controllability at infinity} or \textit{impulse controllability}, while the dual condition that

\[
\text{rank} \begin{bmatrix} T \\ T_{\infty}(E)^T A \\ B \end{bmatrix}
\]

is full is called \textit{observability at infinity} or \textit{impulse observability}; see [3, 4, 5, 9].

Note that the feedback matrices in Lemma 1.4 can be explicitly computed using numerically stable methods as suggested in [4, 15]. Hence, in the following, if we make use of this lemma, it always implies that we have a numerical method that explicitly computes this feedback.

The paper is organized as follows. The basic tool that we use is a condensed form under orthogonal equivalence transformations. This condensed form is introduced in Section 2. In Section 3 we present our main results on the disturbance decoupling problem by measurement feedback. Some conclusions will be given in Section 4.

2. A condensed form. In this section we will derive a condensed form under orthogonal equivalence transformations. The proof is constructive and can be directly implemented as a numerically stable algorithm. This condensed form will then be used in the following sections to prove our main results and will also provide explicit design methods for the desired feedbacks. The algorithm is based on row compressions and column compressions which can be obtained via singular value decompositions or other rank-revealing factorizations, e.g., [1, 13]. Furthermore, the transformation of a matrix pencil to its GUPTRI form is used, which is implemented as the routine DGGBAK in LAPACK [1].

Theorem 2.1. Consider a system of the form (1) with coefficient matrices \( E, A, B, C, G, \) and \( H \). Then there exist orthogonal matrices \( P, Q \in \mathbb{R}^{n \times n} \) such that

\[
P(sE - A)Q = \mu_1 \begin{bmatrix} \Theta_{11} - \Phi_{11} & \Theta_{12} - \Phi_{12} & \Theta_{13} - \Phi_{13} & \Theta_{14} - \Phi_{14} \\ \Theta_{21} - \Phi_{21} & \Theta_{22} - \Phi_{22} & \Theta_{23} - \Phi_{23} & \Phi_{24} \\ 0 & -\Phi_{32} & -\Phi_{33} & -\Phi_{34} \\ 0 & 0 & 0 & -\Phi_{54} \\ \end{bmatrix},
\]

\[
\begin{bmatrix} \Psi_1 \\ \Psi_2 \\ \Psi_3 \\ \Psi_4 \\ \Psi_5 \end{bmatrix}, \quad PG = \mu_3 \begin{bmatrix} \Psi_1 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}.
\]
such that the following properties hold.

The matrices $G_1$, $\Psi_4$, and

$$
\begin{bmatrix}
\Theta_1 & \Theta_2 & \Theta_3 & \Psi_2 \\
0 & 0 & \Theta_33 & \Psi_3 \\
0 & 0 & 0 & \Psi_4
\end{bmatrix}
$$

are of full row rank, $\Theta_33$ is nonsingular, $C_2$ is of full column rank, and, furthermore,

$$\text{rank}
\begin{bmatrix}
s\Theta_{21} - \Phi_{21} & s\Theta_{22} - \Phi_{22} & s\Theta_{23} - \Phi_{23} & \Psi_2 \\
0 & -\Phi_{32} & s\Theta_{33} - \Phi_{33} & \Psi_3 \\
0 & -\Phi_{42} & -\Phi_{43} & \Psi_4
\end{bmatrix} = \tau_2 + \mu_3 + \tau_4 \quad \forall s \in \mathbb{C},$$

$$\text{rank}
\begin{bmatrix}
-\Phi_{32} & s\Theta_{33} - \Phi_{33} \\
-\Phi_{42} & -\Phi_{43} \\
C_2 & C_3
\end{bmatrix} = \mu_2 + \mu_3 \quad \forall s \in \mathbb{C},$$

(10) \quad \text{rank}_p(s\Theta_{21} - \Phi_{21}) = \tau_2,

(11) \quad \text{rank}_p(s\Theta_{54} - \Phi_{54}) = \mu_4.

Proof. We prove Theorem 2.1 constructively by the following algorithm.

Algorithm

Input: System matrices $E, A, B, G, C, H$ as in system (1).

Output: Orthogonal matrices $P, Q$, and the condensed form (9).

Step 1. Perform a row compression of $[B \ G]$ and a column compression of $H$ and then compute the GUPTRI form of $T_\infty^T([B \ G])(sE - A)S_\infty(H)$ to determine orthogonal matrices $P_1, Q_1$ such that

$$P_1(sE - A)Q_1 = \frac{n - \mu_4}{\mu_4}
\begin{bmatrix}
\frac{\tau_1}{\tau_2} & \frac{\tau_2}{\tau_3} & \frac{\tau_3}{\tau_5} \\
\frac{n - \mu_4}{\mu_4} & \frac{s\Theta_{11} - \Phi_{11}}{s\Theta_{14} - \Phi_{14}} & \frac{s\Theta_{21} - \Phi_{21}}{s\Theta_{22} - \Phi_{22}} \\
0 & \frac{s\Theta_{31} - \Phi_{31}}{s\Theta_{32} - \Phi_{32}} & \frac{s\Theta_{51} - \Phi_{51}}{s\Theta_{54} - \Phi_{54}}
\end{bmatrix},$$

$$HQ_1 = \begin{bmatrix}
0 & \Pi_4
\end{bmatrix},$$

$$P_1B = \frac{\tau_1}{\tau_2}
\begin{bmatrix}
\frac{\tau_1}{\tau_2} & \frac{\tau_2}{\tau_3} & \frac{\tau_3}{\tau_5} \\
0 & \frac{\Psi_1}{\Psi_2} & 0 \\
0 & 0 & \frac{\Psi_4}{\Psi_5}
\end{bmatrix},

P_1G = \frac{\tau_1}{\tau_2}
\begin{bmatrix}
\frac{\tau_1}{\tau_2} & \frac{\tau_2}{\tau_3} & \frac{\tau_3}{\tau_5} \\
0 & \frac{\Pi_1}{0} & \frac{\Pi_4}{0}
\end{bmatrix}.$$
where \( \text{rank}_s \begin{bmatrix} s\Theta_{54} - \Phi_{54} \\ \Pi_4 \end{bmatrix} = \mu_4 \) (i.e., condition (11) holds), \( \tau_1 + \tau_2^{(1)} + \tau_3^{(1)} + \tau_5 = n \). \( \text{rank}(G_1) = \tau_1, \text{rank}(\Psi_2^{(1)}) = \tau_2^{(1)}, \text{rank}(\Theta_3^{(1)}) = \tau_3^{(1)} \), and, furthermore,

\[
\text{rank}(s\Theta_3^{(1)} - \Phi_3^{(1)}) = \tau_3^{(1)} \quad \forall s \in \mathbb{C}.
\]

Partition the matrix \( CQ_1 \) as

\[
CQ_1 = \begin{bmatrix} n - \mu_4 & \mu_4 \\ C_1^{(1)} & C_4 \end{bmatrix}.
\]

**Step 2.** Perform a column compression of \( C_1^{(1)} \) to get an orthogonal matrix \( Q_2 \) such that

\[
C_1^{(1)}Q_2 =: \begin{bmatrix} t_1 & n - \mu_4 - t_1 \\ 0 & C_2^{(2)} \end{bmatrix},
\]

where \( \text{rank}(C_2^{(2)}) = n - \mu_4 - t_1 \). Set

\[
\begin{bmatrix} s\Theta_{21}^{(1)} - \Phi_{21}^{(1)} \\ s\Theta_{31}^{(1)} - \Phi_{31}^{(1)} \end{bmatrix}Q_2 =: \begin{bmatrix} t_1 & n - \mu_4 - t_1 \\ s\Theta_{21}^{(2)} - \Phi_{21}^{(2)} & s\Theta_{22}^{(2)} - \Phi_{22}^{(2)} \end{bmatrix},
\]

\[
(s\Theta_{11}^{(1)} - \Phi_{11}^{(1)})Q_2 =: \begin{bmatrix} t_1 & n - \mu_4 - t_1 \\ s\Theta_{12}^{(2)} - \Phi_{12}^{(2)} & s\Theta_{12}^{(2)} - \Phi_{12}^{(2)} \end{bmatrix}.
\]

**Step 3.** Compute the GUPTRI form of \( s\Theta_{21}^{(2)} - \Phi_{21}^{(2)} \) to determine orthogonal matrices \( P_3, Q_3 \) such that

\[
P_3(s\Theta_{21}^{(2)} - \Phi_{21}^{(2)})Q_3 =: \begin{bmatrix} \mu_1 & t_1 - \mu_1 \\ \tau_2^{(1)} & \tau_3^{(1)} - \tau_2 \\ \tau_2^{(1)} & \tau_3^{(1)} - \tau_2 \end{bmatrix} \begin{bmatrix} s\Theta_{21}^{(3)} - \Phi_{21}^{(3)} \\ s\Theta_{22}^{(3)} - \Phi_{22}^{(3)} \\ s\Theta_{32}^{(3)} - \Phi_{32}^{(3)} \end{bmatrix},
\]

where \( \text{rank}(\Theta_{22}^{(3)}) = t_1 - \mu_1, \text{rank}_s(s\Theta_{21} - \Phi_{21}) = \tau_2 \) (i.e., condition (10) holds), and

\[
\text{rank}(s\Theta_{32}^{(3)} - \Phi_{32}^{(3)}) = t_1 - \mu_1 \quad \forall s \in \mathbb{C}.
\]

Set

\[
P_3(s\Theta_{22}^{(2)} - \Phi_{22}^{(2)}) =: \begin{bmatrix} \tau_2^{(1)} & \tau_3^{(1)} - \tau_2 \\ \tau_2^{(1)} & \tau_3^{(1)} - \tau_2 \end{bmatrix} \begin{bmatrix} s\Theta_{23}^{(3)} - \Phi_{23}^{(3)} \\ s\Theta_{23}^{(3)} - \Phi_{23}^{(3)} \end{bmatrix},
\]

\[
(s\Theta_{11}^{(2)} - \Phi_{11}^{(2)})Q_3 =: \begin{bmatrix} \mu_1 & t_1 - \mu_1 \\ s\Theta_{11}^{(3)} - \Phi_{11}^{(3)} & s\Theta_{12}^{(3)} - \Phi_{12}^{(3)} \end{bmatrix}.
\]
and

\[
P_3 \begin{bmatrix} s\Theta_2^{(1)} - \Phi_2^{(1)} \\ s\Theta_3^{(1)} - \Phi_3^{(1)} \end{bmatrix} = \tau_2 \begin{bmatrix} 1 \\ 1 \end{bmatrix} = \begin{bmatrix} s\Theta_3^{(1)} - \Phi_3^{(1)} \\ s\Theta_3^{(1)} - \Phi_3^{(1)} \end{bmatrix}.
\]

\[
P_3 \begin{bmatrix} \Phi_2^{(1)} \\ 0 \end{bmatrix} = \tau_2 \begin{bmatrix} 1 \\ 1 \end{bmatrix} = \begin{bmatrix} \Phi_3^{(1)} \end{bmatrix}.
\]

Step 4. Perform a simultaneous row and column compression of \( \begin{bmatrix} \Theta_3^{(3)} & \Theta_3^{(3)} \end{bmatrix} \) to get orthogonal matrices \( P_4 \) and \( Q_4 \) such that

\[
P_4 \begin{bmatrix} s\Theta_3^{(3)} - \Phi_3^{(3)} \\ s\Theta_3^{(3)} - \Phi_3^{(3)} \end{bmatrix} Q_4 =: \begin{bmatrix} \mu_2 & \mu_3 \\ \tau_4 & \tau_4 \end{bmatrix} \begin{bmatrix} -\Phi_3^{(3)} \\ -\Phi_3^{(3)} \end{bmatrix},
\]

where \( \Theta_3^{(3)} \) is nonsingular and

\[
\mu_2 = (n - \mu_4 - t_1) + (t_1 - \mu_1) - \mu_3 = n - \mu_1 - \mu_3 - \mu_4, \quad \tau_4 = \tau_2^{(1)} + \tau_3^{(1)} - \tau_2 - \mu_3.
\]

Set

\[
\begin{bmatrix} s\Theta_3^{(3)} - \Phi_3^{(3)} \\ s\Theta_3^{(3)} - \Phi_3^{(3)} \end{bmatrix} Q_4 =: \begin{bmatrix} \mu_2 & \mu_3 \\ \tau_4 & \tau_4 \end{bmatrix} \begin{bmatrix} s\Theta_{12}^{(3)} - \Phi_{12}^{(3)} \\ s\Theta_{22}^{(3)} - \Phi_{22}^{(3)} \end{bmatrix}.
\]

\[
P_4 \begin{bmatrix} 0 \\ C_2^{(2)} \end{bmatrix} =: \begin{bmatrix} \mu_2 & \mu_3 \\ \tau_4 & \tau_4 \end{bmatrix} \begin{bmatrix} C_2 \\ C_3 \end{bmatrix}.
\]

and

\[
P := \begin{bmatrix} I_{\tau_1 + \tau_2} & P_1 \\ P_3 & I_{\tau_5} \end{bmatrix} \begin{bmatrix} I_{\tau_1} & P_1 \\ P_3 & I_{\tau_5} \end{bmatrix} P_1,
\]

\[
Q := Q_1 \begin{bmatrix} Q_2 \\ I_{\mu_4} \end{bmatrix} \begin{bmatrix} Q_3 \\ I_{\tau_5 + \mu_4} \end{bmatrix} \begin{bmatrix} I_{\mu_4} \\ Q_4 \end{bmatrix}.
\]
Note that

\[
\begin{bmatrix}
  s\Theta_{21} - \Phi_{21} & s\Theta_{22} - \Phi_{22} & s\Theta_{23} - \Phi_{23} & \psi_2 \\
  0 & -\Phi_{32} & s\Theta_{33} - \Phi_{33} & \psi_3 \\
  0 & -\Phi_{42} & -\Phi_{43} & \psi_4 \\
\end{bmatrix}
\]

\[
= \text{rank}
\begin{bmatrix}
  s\Theta_{21}^{(1)} - \Phi_{21}^{(1)} & \psi_2^{(1)} \\
  s\Theta_{31}^{(1)} - \Phi_{31}^{(1)} & 0 \\
\end{bmatrix}
\]

\[
= \tau_2^{(1)} + \tau_3^{(1)} = \tau_2 + \mu_3 + \tau_4 \quad \forall s \in \mathbb{C}
\]

and

\[
\begin{bmatrix}
  -\Phi_{32} & s\Theta_{33} - \Phi_{33} \\
  -\Phi_{42} & -\Phi_{43} \\
\end{bmatrix}
\]

\[
= \text{rank}
\begin{bmatrix}
  s\Theta_{32}^{(3)} - \Phi_{32}^{(3)} & s\Theta_{33}^{(3)} - \Phi_{33}^{(3)} \\
  0 & C_2^{(2)} \\
\end{bmatrix}
\]

\[
= (n - \mu_4 - t_1) + (t_1 - \mu_1) = n - \mu_1 - \mu_4 = \mu_2 + \mu_3 \quad \forall s \in \mathbb{C}.
\]

Hence, the rank conditions hold and \( P\dot{E}Q, PAQ, PB, PG, CQ, \) and \( HQ \) are in the condensed form (9). \( \Box \)

In the following section, we will use condensed form (9) to derive solvability conditions for the disturbance decoupling problem by measurement feedback. In order to formulate our solvability conditions in terms of the original data of the system (1), we need some notation.

**Definition 2.2.** [10] Given a matrix pencil \( (E, A), E, A \in \mathbb{R}^{n \times l} \), and orthogonal matrices \( P, Q \) such that \( P(E - A)Q \) is of the form (5), then

1. The minimal left-reducing subspace \( V_{n-\mathcal{T}}[E, A] \) of \( (E, A) \) is the space spanned by the leading \( n_1 \) columns of \( P\mathcal{T} \).
2. The minimal right-reducing subspace \( V_{m-\mathcal{E}}[E, A] \) of \( (E, A) \) is the space spanned by the leading \( l_1 \) columns of \( Q\mathcal{E} \).
3. The left-reducing subspace corresponding to the finite spectrum of \( (E, A) \), denoted by \( V_{\mathcal{E}-\mathcal{T}}[E, A] \), is the space spanned by the leading \( n_1 + n_2 \) columns of \( P\mathcal{T} \).
4. The right-reducing subspace corresponding to the finite spectrum of \( (E, A) \), denoted by \( V_{\mathcal{T}-\mathcal{E}}[E, A] \), is the space spanned by the leading \( l_1 + l_2 \) columns of \( Q\mathcal{E} \).

Introduce, furthermore, the following spaces:

\[
W := V_{n-\mathcal{T}}[E, A], \quad \Lambda_r := V_{m-\mathcal{E}}[E, A], \quad W^T \begin{bmatrix}
  A & 0 \\
  0 & H \\
\end{bmatrix},
\]

\[
\Lambda_e := V_{m-\mathcal{E}}[E, A], \quad \Lambda_1 := W^T \begin{bmatrix}
  A & 0 \\
  0 & H \\
\end{bmatrix}, \quad \Lambda_1 := \begin{bmatrix}
  I & 0 \\
  0 & A_1 \\
\end{bmatrix},
\]

\[
\Lambda_2 := \Lambda_1^T \begin{bmatrix}
  E & 0 \\
  0 & A_r, \quad \Lambda_2 := \Lambda_1^T \begin{bmatrix}
  A & H \\
  H & \Lambda_r, \quad \Lambda_3 := \Lambda_1^T \begin{bmatrix}
  B & 0 \\
  0 & \Lambda_4 := \Lambda_1^T \begin{bmatrix}
  G & 0 \\
\end{bmatrix}.
\end{bmatrix}
\end{bmatrix}
\end{bmatrix}
\end{equation}

\[
\end{equation}
Moreover, let

$$\begin{align*}
\Lambda_5 &:= T_{\Lambda_5}^T(G) \begin{bmatrix} E & A \\ 0 & C \end{bmatrix}, \\
\Lambda_6 &:= T_{\Lambda_6}^T(G) \begin{bmatrix} A \\ C \end{bmatrix}, \\
\Pi := V_{\Lambda_{p}} \left[ \Lambda_5 \Lambda_r, \Lambda_6 \Lambda_r \right], \\
\Xi_1 &:= (\Pi^\perp)^T \Lambda_5, \\
\Xi_2 &:= (\Pi^\perp)^T \Lambda_6, \\
\Xi_3 &:= (\Pi^\perp)^T \Lambda_5 \Lambda_r.
\end{align*}$$

Here $^\perp$ denotes the orthogonal complement of a space.

Using this notation we can read off the following dimensions of subspaces from the condensed form (1).

**Corollary 2.3.** Consider a system of the form (1) and let $P$ and $Q$ be orthogonal matrices $P$ such that $PEQ$, $PAQ$, $PB$, $PG$, $CQ$, and $HQ$ are in the condensed form (9). Introduce submatrices in the condensed form (9) as follows:

$$\begin{pmatrix}
   sE_1 - \hat{A}_1 & B \\
   sE_2 - \hat{A}_2 & C
\end{pmatrix} = \begin{pmatrix}
   s\Theta_{11} - \Phi_{11} & s\Theta_{12} - \Phi_{12} & s\Theta_{13} - \Phi_{13} & \Psi_4 \\
   s\Theta_{21} - \Phi_{21} & s\Theta_{22} - \Phi_{22} & s\Theta_{23} - \Phi_{23} & \Psi_3 \\
   0 & -\Phi_{32} & s\Theta_{33} - \Phi_{33} & \Psi_2 \\
   0 & -\Phi_{42} & -\Phi_{43} & \Psi_1
\end{pmatrix},$$

Then,

$$\begin{align*}
\text{rank} \left[ s\Lambda_1 - \Lambda_2 \Lambda_3 \right] &= \text{rank} \left[ sE_1 - \hat{A}_1 B \right] \quad \forall s \in \mathbb{C}, \\
\text{rank}(s\Xi_1 - \Xi_2) &= \text{rank} \left[ sE_2 - \hat{A}_2 C \right] \quad \forall s \in \mathbb{C}, \\
\mu_1 + \mu_2 + \mu_3 &= \text{rank}(\Lambda_r), \\
\tau_1 + \tau_2 + \mu_3 + \tau_4 &= \text{rank}(\Lambda_i), \\
\mu_2 + \mu_3 + \mu_4 &= n - \text{rank}(V_{\Lambda_{p}} [\Lambda_5 \Lambda_r, \Lambda_6 \Lambda_r]), \\
\tau_1 &= \text{rank}(G), \\
\tau_2 &= \text{rank}(\Pi), \\
\mu_3 &= \text{rank}(\Xi_3).
\end{align*}$$

Using Corollary 2.3, we can relate subspaces in terms of the original data to subspaces in terms of the transformed data in the condensed form (9). We will make use of this in our main theorems in the next section.

**3. Main results.** In this section, we present our two main theorems. The first theorem gives necessary and the second sufficient conditions for the existence of feedbacks that make a system regular, of index at most one, and stable using measurement feedback.

**Theorem 3.1.** Consider a system of the form (1) and assume that orthogonal matrices $P$ are given such that $PEQ$, $PAQ$, $PB$, $PG$, $CQ$, and $HQ$ are in the condensed form (9). Let $E_1, E_2, \hat{A}_1, \hat{A}_2, B, C, A_i, i = 1, \ldots, 6, \Lambda_r, \Lambda_i, \Pi, \Xi_j, j = 1, 2, 3$, be as in Corollary 2.3.
(a) If there exists a compensator of the form (2), with $(E_m, A_m)$ regular and of index at most one, such that the pencil of the closed-loop system (3) is regular and the disturbance decoupling relation (4) holds, then the following conditions hold:

\[
\begin{align*}
\text{rank}_g \left[ \begin{array}{cc} sE - A & B \\
C 
\end{array} \right] &= n, \\
\text{rank}_g \left[ \begin{array}{c} sE - A \\
C 
\end{array} \right] &= n, \\
\text{rank}(G) + \text{rank}(\Pi) + \text{rank}(\Xi_3) &\leq \text{rank}(\Lambda_r), \\
\text{rank}_g \left[ \begin{array}{c} s \Lambda_1 - \Lambda_2 & \Lambda_3 \\
& = \text{rank}(\Lambda_1), \\
\text{rank}_g(\Xi_1 - \Xi_2) &= n - \text{rank}(V_{f-r}[\Lambda_3 \Lambda_r, \Lambda_0 \Lambda_r]).
\end{array} \right]
\end{align*}
\]

(b) If the closed-loop system (3) is regular, stable, and satisfies (4), then the following conditions hold:

\[
\begin{align*}
\text{rank} \left[ \begin{array}{cc} sE - A & B \\
& = n \quad \forall s \in \mathbb{C}^+, \\
C 
\end{array} \right] &= n \quad \forall s \in \mathbb{C}^+, \\
\text{rank} \left[ \begin{array}{c} sE - A \\
C 
\end{array} \right] &= n \quad \forall s \in \mathbb{C}^+, \\
\text{rank} \left[ \begin{array}{c} s \Lambda_1 - \Lambda_2 & \Lambda_3 \\
& = \text{rank}(\Lambda_1), \\
\text{rank}(\Xi_1 - \Xi_2) &= n - \text{rank}(V_{f-r}[\Lambda_3 \Lambda_r, \Lambda_0 \Lambda_r]) \quad \forall s \in \mathbb{C}^+.
\end{array} \right]
\end{align*}
\]

(c) If the closed-loop system (3) is regular and of index at most one and satisfies (4), then the following conditions hold:

\[
\begin{align*}
\text{rank} \left[ \begin{array}{cc} E & AS_\infty(E) \\
& = n, \\
B 
\end{array} \right] &= n, \\
\text{rank} \left[ \begin{array}{c} E \\
T^T_\infty(E)A \\
C 
\end{array} \right] &= n, \\
\text{rank}(\hat{E}_1) + \text{rank}(\hat{E}_2) &= \text{rank}(E) + \text{rank}(\Xi_3), \\
\text{rank} \left[ \begin{array}{c} \Lambda_1 & \Lambda_2 S_\infty(\Lambda_1) \\
& = \text{rank}(\Lambda_1), \\
\Lambda_3 
\end{array} \right] \\
\text{rank} \left[ \begin{array}{c} \Xi_1 \\
T_\infty^T(\Xi_1) \Xi_2 \\

\end{array} \right] &= n - \text{rank}(V_{f-r}[\Lambda_3 \Lambda_r, \Lambda_0 \Lambda_r]).
\end{align*}
\]

(d) If the closed-loop system (3) is regular, of index at most one, stable, and satisfies (4), then conditions (17) (25) hold.

Proof. Using Corollary 2.3, we can reformulate the conditions (14), (15), (16), (19), (20), (23), (24), and (25) as

\[
\begin{align*}
\tau_1 + \tau_2 &\leq \mu_1 + \mu_2, \\
\text{rank}_g \left[ \begin{array}{c} s\hat{E}_1 - \hat{A}_1 \\
\hat{B} \\
C 
\end{array} \right] &= \tau_1 + \tau_2 + \mu_3 + \tau_4, \\
\text{rank}_g \left[ \begin{array}{c} s\hat{E}_2 - \hat{A}_2 \\
\hat{C} 
\end{array} \right] &= \mu_2 + \mu_3 + \mu_4.
\end{align*}
\]
(29) \[
\text{rank } \left[ \begin{array}{cc} sE_1 - A_1 & B \\ sE_2 - A_2 & C \end{array} \right] = \tau_1 + \tau_2 + \mu_3 + \tau_4 \quad \forall s \in \mathbb{C}^+,
\]
(30) \[
\text{rank } \left[ \begin{array}{cc} \Theta_{11} & \Theta_{12} \\ \Theta_{21} & \Theta_{22} \end{array} \right] + \text{rank } \left[ \begin{array}{c} \Theta_{34} \\ \Theta_{54} \end{array} \right] = \text{rank}(E) - \mu_3,
\]
(31) \[
\text{rank } \left[ \begin{array}{cc} \Theta_{11} & \Theta_{12} \\ \Theta_{21} & \Theta_{22} \end{array} \right] + \text{rank } \left[ \begin{array}{c} \Theta_{34} \\ \Theta_{54} \end{array} \right] = \text{rank}(E) - \mu_3,
\]
(32) \[
\text{rank } \left[ \begin{array}{cc} E_1 - A_1 S_{\infty}(E_1) & B \end{array} \right] = \tau_1 + \tau_2 + \mu_3 + \tau_4,\]
(33) \[
\text{rank } \left[ \begin{array}{cc} \tilde{E}_2 - \tilde{A}_2 & \tilde{E}_2 \\ C & C \end{array} \right] = \mu_2 + \mu_3 + \mu_4,
\]
respectively. Recall that
\[
E = \left[ \begin{array}{cc} E & E_m \end{array} \right], \quad A = \left[ \begin{array}{cc} A & 0 \\ B & I_k \end{array} \right], \quad \left[ \begin{array}{cc} N & M \\ L & A_m \end{array} \right] = \left[ \begin{array}{cc} C & I_k \end{array} \right].
\]

(a) Conditions (12) and (13) follow directly from Lemma 1.4 (a).

Since \( \Theta_{33} \) is nonsingular and \( (E_m, A_m) \) is regular and of index at most one, it follows that the pencil
\[
\left( \begin{array}{cc} \Theta_{33} & \Phi_{33} + \Psi_3 NC_3 \\ E_m & LC_3 \end{array} \right)
\]
is regular and of index at most one. By Lemma 1.2, we have
\[
n + k = \text{rank}_a \left[ \begin{array}{cccc} sE - A - BNC & -BM & G \\ -LC & sE_m - A_m & 0 \\ H & 0 & 0 \end{array} \right] = \tau_1 + \tau_2 + \mu_4 + \text{rank}_a \left[ \begin{array}{cccc} -\Phi_{32} - \Psi_3 NC_2 & s\Theta_{33} - \Phi_{33} - \Psi_3 NC_3 & -\Psi_3 M \\ -\Phi_{42} - \Psi_4 NC_2 & -\Phi_{43} - \Psi_4 NC_3 & -\Psi_4 M \\ -LC_2 & -LC_3 & sE_m - A_m \end{array} \right] \geq \tau_1 + \tau_2 + \mu_4 + \mu_3 + k = \tau_1 + \tau_2 + (n - \mu_1 - \mu_2) + k.
\]
Hence, we have (26).

Consider the GUPTRI form
\[
U \left[ \begin{array}{cccc} -\Phi_{32} - \Psi_3 NC_2 & s\Theta_{33} - \Phi_{33} - \Psi_3 NC_3 & -\Psi_3 M \\ -\Phi_{42} - \Psi_4 NC_2 & -\Phi_{43} - \Psi_4 NC_3 & -\Psi_4 M \\ -LC_2 & -LC_3 & sE_m - A_m \end{array} \right] V = \begin{array}{c} v \\ u \end{array} = \begin{array}{c} (\mu_2 + \mu_3 + k) - v \\ w \end{array} \left[ \begin{array}{cc} \tilde{\Theta}_{32} - \tilde{\Phi}_{32} \\ s\tilde{\Theta}_{33} - \tilde{\Phi}_{33} \\ s\tilde{\Theta}_{43} - \tilde{\Phi}_{43} \end{array} \right],
\]
with $U, V$ orthogonal, $\tilde{\Theta}_{32}$ of full row rank, rank$_3(s\tilde{\Theta}_{43} - \tilde{\Phi}_{43}) = (\mu_2 + \mu_3 + k) - v$, and rank$_3(s\tilde{\Theta}_{32} - \tilde{\Phi}_{32}) = w$ for all $s \in \mathbb{C}$. Set
\[
\begin{bmatrix}
\Psi_1 & 0 \\
\Psi_2 & 0 \\
0 & C_4
\end{bmatrix} =: \tilde{\Psi}_1, \quad \begin{bmatrix}
\Psi_3 & 0 \\
\Psi_4 & 0
\end{bmatrix} =: \tilde{\Psi}_2, \quad \begin{bmatrix}
C_1 \\
0
\end{bmatrix} =: \tilde{C}_4,
\]
\[
U \begin{bmatrix}
s\Theta_{34} - \Phi_{34} - \Psi_{3}NC_4 \\
s\Theta_{44} - \Phi_{44} - \Psi_{4}NC_4 \\
LC_4
\end{bmatrix} =: \begin{bmatrix}
s\tilde{\Theta}_{34} - \tilde{\Phi}_{34} \\
s\tilde{\Theta}_{44} - \tilde{\Phi}_{44} \\
0
\end{bmatrix}, \quad U \begin{bmatrix}
\Psi_3 & 0 \\
\Psi_4 & 0 \\
0 & I
\end{bmatrix} =: \begin{bmatrix}
\tilde{\Psi}_3 \\
\tilde{\Psi}_4 \\
0
\end{bmatrix},
\]
\[
\begin{bmatrix}
s\Theta_{12} - \Phi_{12} - \Psi_{1}NC_2 \\
s\Theta_{22} - \Phi_{22} - \Psi_{2}NC_2 \\
0
\end{bmatrix} =: \begin{bmatrix}
s\tilde{\Theta}_{12} - \tilde{\Phi}_{12} \\
s\tilde{\Theta}_{22} - \tilde{\Phi}_{22} \\
0
\end{bmatrix}, \quad \begin{bmatrix}
\Psi_3 & 0 \\
\Psi_4 & 0 \\
0 & I
\end{bmatrix} V =: \begin{bmatrix}
\tilde{C}_2 & \tilde{C}_3
\end{bmatrix}.
\]

Then, by Lemma 1.2, we have
\[
\sum_{i=1}^{4} \mu_i + k = n + k = \tau_1 + \tau_2 + \mu_4 + w + [(\mu_2 + \mu_3 + k) - v],
\]
and then
\[
\mu_1 + v = \tau_1 + \tau_2 + w.
\]

Moreover, we have that
\[
\begin{bmatrix}
s\Theta_{11} - \Phi_{11} \\
s\Theta_{21} - \Phi_{21} \\
0
\end{bmatrix} =: \begin{bmatrix}
s\tilde{\Theta}_{11} - \tilde{\Phi}_{11} \\
s\tilde{\Theta}_{21} - \tilde{\Phi}_{21} \\
0
\end{bmatrix}, \quad \begin{bmatrix}
s\Theta_{31} - \Phi_{31} \\
s\Theta_{41} - \Phi_{41} \\
0
\end{bmatrix} =: \begin{bmatrix}
s\tilde{\Theta}_{31} - \tilde{\Phi}_{31} \\
s\tilde{\Theta}_{41} - \tilde{\Phi}_{41} \\
0
\end{bmatrix}
\]
is square. Since
\[
\begin{bmatrix}
A + BNC & BM \\
LC & K
\end{bmatrix}
\]
is regular, we then have the following identities for at least one $s \in \mathbb{C}$:

\[
\begin{align*}
\text{(34)} \quad & \text{rank} \left[ \begin{bmatrix}
s\Theta_{11} - \Phi_{11} \\
s\Theta_{21} - \Phi_{21} \\
0
\end{bmatrix} \begin{bmatrix}
s\Theta_{32} - \Phi_{32} \\
s\Theta_{42} - \Phi_{42} \\
0
\end{bmatrix} \right] = \tau_1 + \tau_2 + w, \\
\text{(35)} \quad & \text{rank} \left[ \begin{bmatrix}
s\tilde{\Theta}_{43} - \tilde{\Phi}_{43} \\
s\tilde{\Theta}_{54} - \tilde{\Phi}_{54} \\
0
\end{bmatrix} \begin{bmatrix}
s\tilde{\Theta}_{32} - \tilde{\Phi}_{32} \\
s\tilde{\Theta}_{42} - \tilde{\Phi}_{42} \\
0
\end{bmatrix} \right] = \mu_4 + (\mu_2 + \mu_3 + k) - v.
\end{align*}
\]
On the other hand, from Theorem 2.1, we have that for all $s \in \mathbb{C}$,

$$\text{rank} \begin{bmatrix} s\Theta_{43} - \Phi_{43} & \Phi_4 \\ s\Theta_{32} - \Phi_{32} & C_2 \end{bmatrix} = (\mu_3 + \tau_4 + k) - w,$$

$$\text{rank} \begin{bmatrix} s\Theta_{11} - \Phi_{11} & s\Theta_{12} - \Phi_{12} & s\Theta_{13} - \Phi_{13} & \Psi_1 & 0 \\ s\Theta_{21} - \Phi_{21} & s\Theta_{22} - \Phi_{22} & s\Theta_{23} - \Phi_{23} & \Psi_2 & 0 \\ 0 & s\Theta_{31} - \Phi_{31} & s\Theta_{32} - \Phi_{32} & \Psi_3 & 0 \\ 0 & -\Phi_{32} & 0 & \Psi_4 & 0 \\ 0 & -\Phi_{43} & 0 & 0 & 0 \end{bmatrix} = I_k,$$

(36)

$$\begin{bmatrix} s\Theta_{11} - \Phi_{11} & s\Theta_{12} - \Phi_{12} & s\Theta_{13} - \Phi_{13} & \Psi_1 \\ s\Theta_{21} - \Phi_{21} & s\Theta_{22} - \Phi_{22} & s\Theta_{23} - \Phi_{23} & \Psi_2 \\ 0 & s\Theta_{32} - \Phi_{32} & s\Theta_{33} - \Phi_{33} & \Psi_3 \\ 0 & 0 & s\Theta_{43} - \Phi_{43} & \Psi_4 \end{bmatrix}$$

$$= \tau_1 + \tau_2 + w + (\mu_3 + \tau_4 + k) - w$$

$$= \tau_1 + \tau_2 + \mu_3 + \tau_4 + k$$

and

$$\begin{bmatrix} -\Phi_{32} & s\Theta_{33} - \Phi_{33} & s\Theta_{34} - \Phi_{34} & 0 \\ -\Phi_{42} & -\Phi_{43} & s\Theta_{44} - \Phi_{44} & 0 \\ 0 & 0 & s\Theta_{54} - \Phi_{54} & 0 \\ C_2 & C_3 & C_4 & 0 \end{bmatrix}$$

(37)

$$= \begin{bmatrix} s\Theta_{32} - \Phi_{32} & s\Theta_{33} - \Phi_{33} & s\Theta_{34} - \Phi_{34} \\ 0 & s\Theta_{43} - \Phi_{43} & s\Theta_{44} - \Phi_{44} \\ 0 & 0 & s\Theta_{54} - \Phi_{54} \end{bmatrix}$$

$$= v + [(\mu_2 + \mu_3 + k) - v] + \mu_4$$

$$= \sum_{i=2}^{4} \mu_i + k,$$

and conditions (27) and (28) follow.

(b) If the pencil $(\mathcal{E}, \mathcal{A})$ is stable, then conditions (17) and (18) follow directly from Lemma 1.4 (b). Moreover, (34) and (35) hold for all $s \in \mathbb{C}^+$ and hence (36) and (37) hold for all $s \in \mathbb{C}^+$. This implies that (29) and (30) hold.

(c) If the pencil $(\mathcal{E}, \mathcal{A})$ is of index at most one, then conditions (21) and (22) follow directly from Lemma 1.4 (c). In order to prove conditions (32) and (33), we introduce the submatrices

$$s\Theta_1 - \Phi_1 := \begin{bmatrix} s\Theta_{11} - \Phi_{11} & s\Theta_{12} - \Phi_{12} \\ s\Theta_{21} - \Phi_{21} & s\Theta_{22} - \Phi_{22} \end{bmatrix}.$$
\[ s \tilde{\Theta}_1 - \Phi_1 = \begin{bmatrix} s \Theta_{11} - \Phi_{11} & s \Theta_{12} - \Phi_{12} & s \Theta_{13} - \Phi_{13} \\ s \Theta_{21} - \Phi_{21} & s \Theta_{22} - \Phi_{22} & s \Theta_{23} - \Phi_{23} \\ 0 & 0 & s \Theta_{33} - \Phi_{33} \end{bmatrix}, \quad \tilde{\Psi} := \begin{bmatrix} \Psi_1 \\ \Psi_2 \\ \Psi_3 \end{bmatrix}, \]

\[ s \tilde{\Theta}_2 - \Phi_2 := \begin{bmatrix} s \Theta_{43} - \Phi_{43} & s \Theta_{44} - \Phi_{44} \\ 0 & s \Theta_{45} - \Phi_{45} \end{bmatrix}, \]

\[ s \tilde{\Theta}_2 - \Phi_2 := \begin{bmatrix} s \Theta_{32} - \Phi_{32} & s \Theta_{33} - \Phi_{33} & s \Theta_{34} - \Phi_{34} \\ 0 & s \Theta_{43} - \Phi_{43} & s \Theta_{44} - \Phi_{44} \\ 0 & 0 & s \Theta_{45} - \Phi_{45} \end{bmatrix}, \]

\[ \Pi := \begin{bmatrix} \tilde{C}_2 \\ \tilde{C}_3 \\ \tilde{C}_4 \end{bmatrix}. \]

Note that \( \Theta_{33} \) is nonsingular, \( \Psi_4 \) is of full row rank, and \( \tilde{C}_2 \) is of full column rank, so \( \begin{bmatrix} \tilde{\Theta}_{43} & \tilde{\Psi}_4 \end{bmatrix} \) is of full row rank and \( \begin{bmatrix} \tilde{\Theta}_{32} \\ \tilde{C}_2 \end{bmatrix} \) is of full column rank, i.e.,

\[ \text{rank} \begin{bmatrix} \tilde{\Theta}_{43} & \tilde{\Psi}_4 \end{bmatrix} = (\mu_3 + \tau_4 + k) - w, \quad \text{rank} \begin{bmatrix} \tilde{\Theta}_{32} \\ \tilde{C}_2 \end{bmatrix} = \nu. \tag{38} \]

Since the pencil \( (\mathcal{E}, A) \) is regular and of index at most one, the same also holds for the pencils \( (\tilde{\Theta}_1, \Phi_1) \) and \( (\tilde{\Theta}_2, \Phi_2) \). Thus, Lemma 1.3 implies that

\[ \text{rank} \begin{bmatrix} \tilde{\Theta}_1 & \Phi_1 S_{\infty}(\tilde{\Theta}_1) \end{bmatrix} = \tau_1 + \tau_2 + w \]

and

\[ \text{rank} \begin{bmatrix} T_{\infty}(\tilde{\Theta}_2) \Phi_2 \end{bmatrix} = (\mu_2 + \mu_3 + k + \nu) + \mu_4. \]

Therefore, using (38), we have that

\[ \text{rank} \begin{bmatrix} \tilde{\Theta}_1 & \Phi_1 S_{\infty}(\tilde{\Theta}_1) \end{bmatrix} \tilde{\Psi} = \tau_1 + \tau_2 + \mu_3 + \tau_4 + k \]

and

\[ \text{rank} \begin{bmatrix} T_{\infty}(\tilde{\Theta}_2) \Pi \end{bmatrix} = \mu_2 + \mu_3 + \mu_4 + k \]

or, in other words,

\[ \text{rank} \begin{bmatrix} \tilde{E}_1 & 0 & \tilde{A}_2 S_{\infty}(\tilde{E}_1) & \tilde{B} \\ 0 & E_m & 0 & 0 \end{bmatrix} = \tau_1 + \tau_2 + \mu_3 + \tau_4 + k \]

and

\[ \text{rank} \begin{bmatrix} \tilde{E}_2 & 0 & 0 \\ 0 & E_m & 0 \\ \tilde{C} & 0 & 0 \\ 0 & 0 & I \end{bmatrix} = (\mu_2 + \mu_3 + \mu_4 + k). \]
i.e., conditions (32) and (33) follow.

To prove condition (31), note that $\Theta_{33}$ is nonsingular and $\hat{\Theta}_{32}$ is of full row rank, so we have

$$\text{rank}(\Theta_{33}) + \text{rank}(E_m) + \text{rank} \begin{bmatrix} \Theta_{44} \\ \Theta_{54} \end{bmatrix} = \text{rank} \begin{bmatrix} \Theta_{33} & 0 \\ 0 & \Theta_{44} \end{bmatrix} \begin{bmatrix} 0 & E_m \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \Theta_{54} \end{bmatrix} = \text{rank} \begin{bmatrix} \hat{\Theta}_{32} & \hat{\Theta}_{33} & \hat{\Theta}_{34} \\ 0 & \hat{\Theta}_{43} & \hat{\Theta}_{44} \end{bmatrix} + \text{rank} \begin{bmatrix} T^T(\hat{\Theta}_{43}) & \hat{\Theta}_{44} \\ \Theta_{54} \end{bmatrix} = \text{rank}(\Theta_{33}) + \text{rank}(E_m) + \text{rank} \begin{bmatrix} T^T(\hat{\Theta}_{43}) & \hat{\Theta}_{44} \\ \Theta_{54} \end{bmatrix}$$

and hence

$$\text{rank} \begin{bmatrix} \Theta_{44} \\ \Theta_{54} \end{bmatrix} = \text{rank} \begin{bmatrix} T^T(\hat{\Theta}_{43}) & \hat{\Theta}_{44} \\ \Theta_{54} \end{bmatrix}.$$
i.e., we have that

$$\text{rank}(E) \leq \mu_3 + \text{rank} \begin{bmatrix} \Theta_{11} & \Theta_{12} \\ \Theta_{21} & \Theta_{22} \end{bmatrix} + \text{rank} \begin{bmatrix} \Theta_{44} \end{bmatrix}.$$  

Since the other direction of this inequality is obvious, condition (31) follows. (d) follows from (b) and (c). \(\square\)

The following result gives sufficient conditions. In the course of the proof we explicitly construct the desired feedbacks.

**Theorem 3.2.** Consider a system of the form (1) and assume that orthogonal matrices \(P\) are given such that \(PEQ, PAQ, PB, PG, CQ,\) and \(HQ\) are in the condensed form (9). Let \(E_1, E_2, A_1, A_2, B, C, A_i, i = 1, \ldots, 6, A_r, A_l, \Pi, \Xi_j, j = 1, 2, 3,\) be as in Corollary 2.3.

(a) If the conditions (12) (16) hold, then there exists a compensator of the form (2) such that the pencil of the closed-loop system (3) is regular and the disturbance decoupling relation (4) holds.

(b) If conditions (14) and (17) (20) hold, then there exists a compensator of the form (2) such that the pencil of the closed-loop system (3) is regular, stable, and (4) holds.

(c) If conditions (14) and (21) (25) hold, then there exists a compensator of the form (2) such that the pencil of the closed-loop system (3) is regular, of index at most one, and (4) holds.

(d) If conditions (14) and (17) (25) hold, then there exists a compensator of the form (2) such that the pencil of the closed-loop system (3) is regular, stable, of index at most one, and (4) holds.

**Proof.** We prove Theorem 3.2 constructively. Since conditions (12) and (13) yield that

$$\text{rank}_3(s\Theta_{54} - \Phi_{54}) = \tau_5, \quad \text{rank}_2 \begin{bmatrix} s\Theta_{11} - \Phi_{11} \\ s\Theta_{21} - \Phi_{21} \end{bmatrix} = \mu_1,$$

by computing the GUPTRI forms of \(s\Theta_{54} - \Phi_{54}\) and \(s\Theta_{11} - \Phi_{11}\) and using that (26) holds, we can find orthogonal matrices \(\tilde{U}_1 \in \mathbb{R}^{(\tau_1+\tau_2) \times (\tau_1+\tau_2)}, \tilde{V}_1 \in \mathbb{R}^{\mu_1 \times \mu_1}, \tilde{V}_2 \in \mathbb{R}^{\mu_2 \times \mu_2}, U_1 \in \mathbb{R}^{\tau_4 \times \tau_4}, U_5 \in \mathbb{R}^{\tau_5 \times \tau_5},\) and \(V_4 \in \mathbb{R}^{\mu_4 \times \mu_4}\) such that

$$\tilde{U}_1 \begin{bmatrix} s\Theta_{11} - \Phi_{11} \\ s\Theta_{21} - \Phi_{21} \end{bmatrix} \begin{bmatrix} \tilde{V}_1 \\ \tilde{V}_2 \end{bmatrix}$$

$$\tilde{\mu}_1$$

$$\begin{bmatrix} \tilde{\mu}_2 \\ \tilde{\mu}_3 \\ \tilde{\mu}_4 \\ \tilde{\mu}_5 \end{bmatrix}$$

$$\tilde{\tau}_3$$

$$\begin{bmatrix} sE_{11} - \tilde{A}_{11} \\ sE_{12} - \tilde{A}_{12} \\ sE_{13} - \tilde{A}_{13} \\ sE_{14} - \tilde{A}_{14} \\ sE_{15} - \tilde{A}_{15} \end{bmatrix}$$

$$\begin{bmatrix} 0 \\ sE_{21} - \tilde{A}_{21} \\ sE_{22} - \tilde{A}_{22} \\ sE_{23} - \tilde{A}_{23} \\ sE_{24} - \tilde{A}_{24} \end{bmatrix}$$

$$\begin{bmatrix} -\tilde{A}_{32} \\ 0 \\ sE_{33} - \tilde{A}_{33} \\ sE_{34} - \tilde{A}_{34} \\ sE_{35} - \tilde{A}_{35} \end{bmatrix}$$
and

\[
\begin{bmatrix}
\hat{U}_4 & \Phi_{43} \\
\Phi_{42} & \Phi_{43}
\end{bmatrix}
\begin{bmatrix}
\tau_4 \\
\tilde{\tau}_5
\end{bmatrix}
=:
\begin{bmatrix}
\tilde{\mu}_4 \\
\tilde{\mu}_5
\end{bmatrix}
\begin{bmatrix}
\mu_2 & \mu_3 \\
\tilde{\mu}_1 & \tilde{\mu}_2
\end{bmatrix}
\begin{bmatrix}
A_{12} & A_{13} \\
A_{22} & A_{23}
\end{bmatrix}
\begin{bmatrix}
\tilde{\mu}_3 \\
\tilde{\mu}_4
\end{bmatrix}
\begin{bmatrix}
\tau_4 \\
\tilde{\tau}_5
\end{bmatrix}
\begin{bmatrix}
A_{13} & A_{14} \\
A_{33} & A_{55}
\end{bmatrix}
\]
If $N$ is a solution of the linear system
\[(40)\]
$$\Psi_4 N = F_4^e,$$
then set
\[(41)\]
$$E_m := E, \quad A_m := A + BF^b + F^e C - BNC, \quad L := BN - F^c, \quad M := F^b - NC.$$ 

Then, for all $s \in \mathbb{C}$, we have
\[(42)\]
$$\text{rank} \begin{bmatrix}
sE - A - BNC & -BM & G \\
-LC & sE_m - A_m & 0 \\
H & 0 & 0 \\
sE - A - BF^b & BF^b - BNC & G \\
0 & sE - A - F^e C & G \\
H & 0 & 0 \\
\end{bmatrix} = \text{rank} \begin{bmatrix}
sE - A - BNC & -BM & G \\
-LC & sE_m - A_m & 0 \\
H & 0 & 0 \\
sE - A - BF^b & BF^b - BNC & G \\
0 & sE - A - F^e C & G \\
H & 0 & 0 \\
\end{bmatrix}.$$ 

(a) Since conditions (27) and (28) hold, by Lemma 1.4 (a), we can compute $F_1^b,F_2^b$, $F_3^b, F_3^c, F_4^c$, and $F_5^c$ such that
\[(43)\]
$$\begin{bmatrix}
\Psi_{42} \\
\Psi_{43} \\
\end{bmatrix} \begin{bmatrix}
F_1^b & F_2^b & F_3^b \\
F_3^c & F_4^c & F_5^c \\
\end{bmatrix} = \begin{bmatrix}
0 & A_{52} & A_{53} \\
0 & A_{62} & A_{63} \\
\end{bmatrix} = 0,$$
\[(44)\]
$$\begin{bmatrix}
F_3^b & F_4^c & F_5^c \\
C_{21} & C_{22} \\
\end{bmatrix} + \begin{bmatrix}
A_{43} & A_{44} \\
A_{53} & A_{54} \\
0 & 0 \\
\end{bmatrix} = 0,$$

and, for at least one $s \in \mathbb{C}$,
\[(45)\]
$$\text{det} \begin{bmatrix}
\Psi_{11} - \Phi_{11} - \Psi_1 F_1^b & s\Theta_{12} - \Phi_{12} - \Psi_1 F_2^b & s\Theta_{13} - \Phi_{13} - \Psi_1 F_3^b \\
\Psi_2 F_1^b & -\Psi_{32} - \Psi_3 F_2^b & -\Psi_{33} - \Psi_3 F_3^b \\
-\Psi_{41} F_1^b & -\Psi_{32} - \Psi_3 F_2^b & -\Psi_{43} - \Psi_4 F_3^b \\
\end{bmatrix} \neq 0,$$
\[(46)\]
$$\text{det} \begin{bmatrix}
-\tilde{A}_{45} - F_3^c C_{23} & s\Theta_{33} - \Phi_{33} - F_3^c C_3 & s\Theta_{34} - \Phi_{34} - F_3^c C_4 \\
-\tilde{A}_{55} - F_4^c C_{23} & -\Phi_{33} - F_3^c C_3 & s\Theta_{44} - \Phi_{44} - F_4^c C_4 \\
-\tilde{F}_5^c C_{23} & -\Phi_{33} - F_3^c C_3 & s\Theta_{54} - \Phi_{54} - F_5^c C_4 \\
\end{bmatrix} \neq 0.$$ 

Moreover, conditions (12) and (13) hold, \begin{bmatrix}
\Psi_{42} \\
\Psi_{43} \\
\end{bmatrix} and \begin{bmatrix}
C_{21} & C_{22} \\
\end{bmatrix} are of full row rank and full column rank, respectively, so there exists at least one $s \in \mathbb{C}$ such that
\[(47)\]
$$\text{rank} \begin{bmatrix}
-\tilde{A}_{54} & sE_{55} - \tilde{A}_{55} & sE_{56} - \tilde{A}_{56} & \Psi_{42} \\
-\tilde{A}_{64} - sE_{64} - \tilde{A}_{65} & sE_{65} - \tilde{A}_{65} & sE_{66} - \tilde{A}_{66} & \Psi_{43} \\
-\tilde{A}_{74} & sE_{75} - \tilde{A}_{75} & sE_{76} - \tilde{A}_{76} & 0 \\
0 & 0 & sE_{86} - \tilde{A}_{86} & 0 \\
\end{bmatrix} = \tau_5 + \tau_6 + \mu_5 + \mu_6.$$
and

\[
\text{rank} \begin{bmatrix}
  sE_{11} - A_{11} & sE_{12} - A_{12} & sE_{13} - A_{13} & sE_{14} - A_{14} \\
  0 & sE_{22} - A_{22} & sE_{23} - A_{23} & sE_{24} - A_{24} \\
  0 & 0 & -A_{32} & sE_{33} - A_{33} - A_{34} \\
  0 & C_{21} & 0 & C_{22}
\end{bmatrix} = \sum_{i=1}^{4} \mu_i.
\]

Hence, using Lemma 1.4 (a) again, we have matrices \(F_{41}^h, F_{42}^h, F_{43}^h, F_{41}^c, \) and \(F_{41}^c\) such that, for at least one \(s \in \mathbb{C}\), we have

\[
\det \begin{bmatrix}
  -A_{54} - \Psi_{42}F_{42}^h & sE_{55} - A_{55} - \Psi_{42}F_{42}^h & sE_{56} - A_{56} - \Psi_{42}F_{42}^h \\
  sE_{64} - A_{64} - \Psi_{43}F_{43}^h & sE_{65} - A_{65} - \Psi_{43}F_{43}^h & sE_{66} - A_{66} - \Psi_{43}F_{43}^h \\
  -A_{74} & sE_{75} - A_{75} & sE_{76} - A_{76} \\
  0 & 0 & sE_{86} - A_{86}
\end{bmatrix} \neq 0
\]

(49)

and

\[
\det \begin{bmatrix}
  sE_{11} - A_{11} & sE_{12} - A_{12} & sE_{13} - A_{13} - F_{11}^c & sE_{14} - A_{14} - F_{11}^c \\
  0 & sE_{22} - A_{22} & sE_{23} - A_{23} - F_{21}^c & sE_{24} - A_{24} - F_{21}^c \\
  0 & -A_{32} & sE_{33} - A_{33} - F_{31}^c & sE_{34} - A_{34} - F_{31}^c \\
  0 & C_{21} & 0 & C_{22}
\end{bmatrix} \neq 0.
\]

(50)

Let \(E_m, A_m, M, \) and \(L\) be defined by (40) and (41). Then \((\mathcal{E}, \mathcal{A})\) is regular. Furthermore, using (42) and Lemma 1.2, it is easy to verify that (4) holds.

(b) Since conditions (29) and (30) hold, by Lemma 1.4 (b) there exist matrices \(F_{11}^h, F_{12}^h, F_{13}^h, F_{14}^c, \) and \(F_{23}^c\) such that (43) and (44) are satisfied and (45) and (46) hold for all \(s \in \mathbb{C}^+\). At the same time, conditions (17) and (18) give that (47) and (48) hold for all \(s \in \mathbb{C}^+\). Thus, by Lemma 1.4 (b), we can determine matrices \(F_{41}^h, F_{42}^h, F_{43}^h, F_{41}^c, \) and \(F_{42}^c\) such that (49) and (50) hold for all \(s \in \mathbb{C}^+\). With \(E_m, A_m, M, \) and \(L\) defined by (40) and (41), then \((\mathcal{E}, \mathcal{A})\) is regular, stable, and (4) holds.

(c) Since conditions (32) and (33) hold, by Lemma 1.4 (c), there exist matrices \(F_{11}^h, F_{12}^h, F_{13}^h, F_{14}^c, \) and \(F_{23}^c\) such that (43) and (44) are satisfied, (45) and (46) hold for at least one \(s \in \mathbb{C}\), and, furthermore,

\[
\text{deg} \left( \det \begin{bmatrix}
  s\Theta_{11} - \Phi_{11} - \Psi_{11}F_{11}^h & s\Theta_{12} - \Phi_{12} - \Psi_{12}F_{12}^h & s\Theta_{13} - \Phi_{13} - \Psi_{13}F_{13}^h \\
  s\Theta_{21} - \Phi_{21} - \Psi_{21}F_{21}^h & s\Theta_{22} - \Phi_{22} - \Psi_{22}F_{22}^h & s\Theta_{23} - \Phi_{23} - \Psi_{23}F_{23}^h \\
  -\Psi_{31}F_{11}^h & -\Psi_{32}F_{12}^h & -\Psi_{33}F_{13}^h \\
  -\Psi_{41}F_{41}^h & -\Psi_{42}F_{42}^h & -\Psi_{43}F_{43}^h
\end{bmatrix} \right)
\]

(51)

\[
= \text{rank} \begin{bmatrix}
  \Theta_{11} & \Theta_{12} & \Theta_{13} \\
  \Theta_{21} & \Theta_{22} & \Theta_{23} \\
  0 & 0 & \Theta_{33}
\end{bmatrix}.
\]
as well as
\[
\begin{align*}
\operatorname{deg} & \left( \det \begin{bmatrix}
-A_{45} - F_{23}^{\phi} s\Theta_{33} - \Phi_{33} - F_{23}^{\phi} C_3 & s\Theta_{34} - \Phi_{34} - F_{23}^{\phi} C_4 \\
-A_{55} - F_{23}^{\phi} s\Theta_{43} - \Phi_{43} - F_{23}^{\phi} C_3 & s\Theta_{44} - \Phi_{44} - F_{23}^{\phi} C_4 \\
-F_{5}^{\phi} C_3 & s\Theta_{54} - \Phi_{54} - F_{5}^{\phi} C_4
\end{bmatrix} \right) \\
= & \ \operatorname{rank} \begin{bmatrix}
\Theta_{33} & \Theta_{34} \\
0 & \Theta_{44}
\end{bmatrix}.
\end{align*}
\]

On the other hand, since conditions (21) and (22) hold, by Lemma 1.4 (c), there exist matrices $F$ and $\tilde{F}$ such that the pencils $(E, A + BF)$ and $(E, A + \tilde{F}C)$ are regular and of index at most one. By applying Lemma 1.3 (d) to pencils $(E, A + BF)$ and $(E, A + \tilde{F}C)$, we obtain immediately that
\[
E_{30} = 0, \quad \tilde{E}_{11} = 0.
\]

\[
\operatorname{rank} \begin{bmatrix}
\Theta_{14} \\
\Theta_{24}
\end{bmatrix} = \operatorname{rank} \begin{bmatrix}
0 & E_{55} & E_{56} \\
E_{64} & E_{65} & E_{66} \\
0 & E_{75} & E_{76}
\end{bmatrix},
\]
\[
\operatorname{rank} \begin{bmatrix}
\Theta_{11} & \Theta_{12} \\
\Theta_{21} & \Theta_{22}
\end{bmatrix} = \operatorname{rank} \begin{bmatrix}
\tilde{E}_{12} & \tilde{E}_{13} & \tilde{E}_{14} \\
\tilde{E}_{22} & \tilde{E}_{23} & \tilde{E}_{24} \\
0 & \tilde{E}_{33} & 0
\end{bmatrix}.
\]

Note that $E_{64}$ and $\begin{bmatrix}
\Psi_{42} \\
\Psi_{43}
\end{bmatrix}$ are of full row rank, $\tilde{E}_{30}$ and $\begin{bmatrix}
C_{11} & C_{22}
\end{bmatrix}$ are of full column rank, and $\tilde{A}_{66}, E_{75}$, and, furthermore, $\tilde{A}_{11}$ and $\tilde{A}_{22}$ are nonsingular. Then, by Lemma 1.4 (c), there exist matrices $F_{4i}^{\phi}, F_{4i}^{\phi}, i = 1, 2, 3$, such that (49) and (50) hold for at least one $s \in \mathbb{C}$ and, furthermore,
\[
\begin{align*}
\operatorname{deg} & \left( \det \begin{bmatrix}
-A_{41} - F_{41}^{\phi} s\tilde{E}_{55} - \tilde{A}_{55} - \tilde{\Psi}_{42} F_{41}^{\phi} & s\tilde{E}_{56} - \tilde{A}_{56} - \tilde{\Psi}_{43} F_{41}^{\phi} \\
-A_{42} - F_{42}^{\phi} s\tilde{E}_{65} - \tilde{A}_{65} - \tilde{\Psi}_{43} F_{42}^{\phi} & s\tilde{E}_{66} - \tilde{A}_{66} - \tilde{\Psi}_{43} F_{43}^{\phi} \\
0 & s\tilde{E}_{75} - \tilde{A}_{75}
\end{bmatrix} \right) \\
= & \ \operatorname{rank} \begin{bmatrix}
0 & \tilde{E}_{55} & \tilde{E}_{56} \\
\tilde{E}_{64} & \tilde{E}_{65} & \tilde{E}_{66} \\
0 & \tilde{E}_{75} & \tilde{E}_{76}
\end{bmatrix} = \operatorname{rank} \begin{bmatrix}
\Theta_{44} \\
\Theta_{45}
\end{bmatrix}.
\end{align*}
\]

as well as
\[
\begin{align*}
\operatorname{deg} & \left( \det \begin{bmatrix}
-A_{11} s\tilde{E}_{12} - \tilde{A}_{12} s\tilde{E}_{13} - \tilde{A}_{13} - F_{11}^{\phi} C_{21} & s\tilde{E}_{14} - \tilde{A}_{14} - F_{11}^{\phi} C_{22} \\
0 & s\tilde{E}_{22} - \tilde{A}_{22} s\tilde{E}_{23} - \tilde{A}_{23} - F_{21}^{\phi} C_{21} & s\tilde{E}_{24} - \tilde{A}_{24} - F_{21}^{\phi} C_{22} \\
0 & -\tilde{A}_{32} s\tilde{E}_{33} - \tilde{A}_{33} - F_{31}^{\phi} C_{21} & -\tilde{A}_{34} - F_{31}^{\phi} C_{22}
\end{bmatrix} \right) \\
= & \ \operatorname{rank} \begin{bmatrix}
\tilde{E}_{12} & \tilde{E}_{13} & \tilde{E}_{14} \\
\tilde{E}_{22} & \tilde{E}_{23} & \tilde{E}_{24} \\
0 & \tilde{E}_{33} & 0
\end{bmatrix} = \operatorname{rank} \begin{bmatrix}
\Theta_{11} & \Theta_{12} \\
\Theta_{21} & \Theta_{22}
\end{bmatrix}.
\end{align*}
\]

(54)
Let $F^k$ and $F^c$ be determined by (39). Since we have (31), it is easy to verify that the pencils $(E, A + BF^k)$ and $(E, A + F^c C)$ are regular and of index at most one. With $E_m, A_m, M,$ and $L$ defined by (40) and (41), we then have that $(E, A)$ is regular and of index at most one and (4) holds.

(d) Since conditions (21), (22), (29), and (30) hold, by Lemma 1.4 (d), there exist matrices $F_{2i}^k, F_{2i}^c, F_{3i}^k, F_{3i}^c, F_{1i}^k,$ and $F_{1i}^c$ such that (43), (44), (51), and (52) hold, and furthermore (45) and (46) hold for any $s \in \mathbb{C}^+$. Similarly to parts (b) and (c), since conditions (21), (22), (17), and (18) hold, by Lemma 1.4 (d) again, there exist matrices $F_{2i}^k, F_{2i}^c, i = 1, 2, 3,$ such that (53) and (54) hold and, furthermore, (49) and (50) are satisfied for all $s \in \mathbb{C}^+$. Let $F^k$ and $F_c$ be defined by (39). Using (31), we have that the pencils $(E, A + BF^k)$ and $(E, A + F^c C)$ are regular, stable, and of index at most one. With $E_m, A_m, M,$ and $L$ given by (40) and (41), we then have that $(E, A)$ is regular, stable, and of index at most one and (4) holds.

Remark 3.3. It should be noted that Theorem 3.1 is established under the assumption that $(E_m, A_m)$ is regular and of index at most one, while for $(E_m, A_m)$ in Theorem 3.2, we do not need this assumption. Apart from this difference, the conditions in these theorems present complete necessary and sufficient conditions.

In contrast to the conditions in Lemmas 1.2, 1.3, and 1.4, control theoretic interpretations of the necessary and sufficient conditions are difficult to give, since these conditions are intertwined to guarantee several properties at once.

4. Conclusions. We have presented necessary and sufficient conditions for the solution of the disturbance decoupling problem with the extra requirements that the resulting closed-loop system be regular, of index at most one, and stable.

The explicit construction of the feedbacks is described in the proof of Theorem 3.2 and is based on the condensed form (9), which can be computed via a numerically backward stable method as well as the explicit construction of regularizing feedbacks and stabilizing feedbacks described in [4, 15].
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