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Hints for solving the exercises in Chapter 12

Hints to Exercise 12.1 First consider submatrices of the form

A` =



















δ1 γ2 0

β2 δ2
. . .

. . .
. . . γ`

0 β` δ`



















for ` = 1, 2, . . . , N (∗)

and find out in which form the determinant det(A`+1 ) depends on det(A` ) and det(A`−1 ) ( for ` = 1, 2, . . . ,

N − 1 ).

(a) Use mathematical induction w.r.t. ` = 1, 2, . . . , N to determine a correspondence between det(A` − λI` ) and
det(B` − λI` ), where A` and B` are submatrices of A and B according to (∗). The solution to this exercise
then follows for the special case ` = N .

(b) Consider the matrix PAP with the special permutation matrix

P =
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p

p

1









∈ R
N×N .

(c) The answer to the first part of this problem can be found with part (a) of this exercise, and for the second part of
the problem use mathematical induction w.r.t. ` = 1, 2, . . . , N to find a representation of det(A` ).

Hints to Exercise 12.2 (a) The problem corresponding to the eigenvalues and vectors can be treated after a consi-
deration of the matrix A(I − 2vv>).

(b) First derive a representation for the entries of the matrix vv>Dvv>.

Hints to Exercise 12.3 For µ ∈ σ(A) the situation is clear, and for µ 6∈ σ(A) consider (∗) (A− µI )−1(D − µI )x

and find out some results on the spectral norms of the matrices in (∗). Here, D denotes the diagonal matrix diag(d1,

d2, . . . , dN ). The rest follows by using the symmetry of the considered matrices.

Hints to Exercise 12.4 (a) Apply the theorem of Gershgorin to the matrix C(θ) := D−1
θ (A + θB )Dθ, where the

notation Dθ = diag(1, θ1/N , θ2/N , . . . , θ(N−1)/N ) is used.

(b) Consider B = (bkj ) ∈ RN×N with bN1 = 1 and bkj = 0 otherwise.

Hints to Exercise 12.5 The assumption means

|λ − akk | ≥
N

∑

j=1

j 6=k

|akj | for k = 1, 2, . . . , N.

For an arbitrary eigenvector 0 6= x ∈ CN with Ax = λx consider the index set K =
{

1 ≤ k ≤ N : |xk | = ||x ||∞
}

and verify λ ∈ ∂Gk for all k ∈ K by using the diagonaldominance. Then show the following by making a contradictory
assumption: if the matrix A is irreducible then the identity K = { 1, 2, . . . , N } holds.

Hints to Exercise 12.6 (a) From the symmetry of the matrix A it follows that all eigenvalues of A are real, i.e.,
λ1, . . . , λN ∈ R, and the corresponding eigenvectors x1, . . . , xN ∈ RN may assumed as mutually orthonormal,
x>

kxj = δkj . An expansion x =
∑N

j=1 ajxj and some elementary estimates then give the solution to the
problem.

(b) One basically has to proceed as in part (a). Additionally one has to show that with the notation J ′ = { 1, 2, . . . ,

N }\J the following holds:
∑

j∈J′ |aj |
2 = infz∈E(J) ||x − z ||22.
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Hints to Exercise 12.7 For the verification of the second identity in the exercise show first that in the first identity
of the theorem of Courant/Fischer, the condition “dimL ≤ j” can be replaced by “dimL = j”. For this purpose, at
one step of the corresponding proof for a subspace L ⊂ RN with dimL ≤ j another subspace M ⊂ RN has to be
considered which satisfies L ⊂ M and dim M = j, and the corresponding maximal Rayleigh quotients have to be
compared. Then the system of sets {L⊥ : L ⊂ RN is a linear subspace, dimL = j } has to be considered.

The first identity of the exercise can be obtained from the second identity of this exercise, applied to the matrix
(A + γI )−1 for a sufficiently large number γ > 0.

Hints to Exercise 12.9 Consider the two identities of Exercise 12.7 with the special subspace M = span { ek : k ≤

bN/2c }.


