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Abstract

Recently in [9] a procedure was presented that allows to reformulate nonlinear ordi-
nary differential equations in a way that all the nonlinearities become polynomial on the
cost of increasing the dimension of the system. We generalize this procedure (called ‘poly-
nomialization’) to systems of differential-algebraic equations (DAEs). In particular, we
show that if the original nonlinear DAE is regular and strangeness-free (i. e., it has differ-
entiation index one) then this property is preserved by the polynomial representation. For
systems which are not strangeness-free, i. e., where the solution depends on derivatives of
the coefficients and inhomogeneities, we also show that the index is preserved for arbitrary
strangeness index. However, to avoid ill-conditioning in the representation one should first
perform an index reduction on the nonlinear system and then construct the polynomial
representations. Although the analytical properties of the polynomial reformulation are
very appealing, care has to be given to the numerical integration of the reformulated
system due to additional errors. We illustrate our findings with several examples.

Keywords: differential-algebraic equation, strangeness index, differentiation index, polyno-
mial representation of nonlinear differential-algebraic system, polynomialization, index preser-
vation

AMS(MOS) subject classification: 34A09, 65L80

1 Introduction

In this paper we study nonlinear differential-algebraic equations (DAEs) of the form

0 = F (t, x, ẋ, g(t, x)), (1.1)

where F : I×Dx×Dẋ×G→ Rn is polynomial in its arguments and g : I×Dx → G ⊂ Rm is a
vector valued nonlinear function, for which each entry can be written as a simple combination
of elementary nonlinear functions such as trigonometric functions, exponentials or logarithms,
etc. with explicit derivatives available. The interval I ⊂ R is closed and Dx,Dẋ ⊆ Rn,G are
open sets.
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Recently, in [9] a so called ‘polynomialization’ procedure was introduced for implicit non-
linear differential equations (and also control systems which we do not consider here) of the
form

d

dt
(q(x)) = f(x), (1.2)

in the state vector x : I→ Dx ⊆ Rn, where q, f : Dx → Rn, and each entry of q, f is a function
qi, fi : Dx → R for i = 1, . . . , n, respectively. It is assumed that qi and fi are sums of the
form,

qi(x) = qi,1(x) + . . .+ qi,`i(x),

fi(x) = fi,1(x) + . . .+ fi,ki(x), i = 1, . . . , n,
(1.3)

where the functions qi,j , fi,j are elementary nonlinear functions. For i = 1, . . . , n, one intro-
duces new variables

φi,1 = qi,1(x), . . . , φi,`i = qi,`i(x),

ζi,1 = fi,1(x), . . . , ζi,ki = fi,ki(x),
(1.4)

and obtains a reformulated system (in the variables φi,j , ζi,r) given by

d

dt
(φi,1(t) + . . .+ φi,`i(t)) = ζi,1(t) + . . .+ ζi,ki(t), i = 1, . . . , n.

To have the same number of equations and unknowns, and to enforce the algebraic constraints
(1.4) one adds the equations

φ̇i,1 = (qi,1)x ẋ, . . . , φ̇i,`i = (qi,`i)x ẋ,

ζ̇i,1 = (fi,1)x ẋ, . . . , ζ̇i,ki = (fi,ki)x ẋ, i = 1, . . . , n.

Collecting all the variables xi, i = 1, . . . , n, φi,j , j = 1, . . . , `i, and ζi,j , j = 1, . . . , ki in a
vector y, one obtains an implicit system of the form

L(y)ẏ = R(y),

where R is a linear function in y. If in addition the Jacobians (φi,j)x , (ζi,k)x have a polynomial
representation, then the implicit nonlinear system has been turned into a quasi-linear DAE
for y with a linear right-hand side and polynomial leading matrix L.

In this paper we extend this ‘polynomialization’ approach to more general DAEs of the
form (1.1), but we refrain here from using this terminology because it may lead to confu-
sion with similar concepts in other areas of mathematics. We rather speak of polynomial
representation of the DAE.

In (1.1) we substitute the non-polynomial part g by z(t) = g(t, x) and add the differential

equation ż = gxẋ+gt to obtain an extended DAE system in the vector function y =
[
xT zT

]T
given by

0 = F̃ (t, y, ẏ) =

[
F (t, x, ẋ, z)
ż − gxẋ− gt

]
, (1.5)

where gx, gt denote the partial derivatives of g with respect to x, t, respectively.

Remark 1.1 If the entries of the Jacobians gx and gt can be written as a polynomial in y
and F is quasi-linear, i. e., it has the form

F (t, x, ẋ, g(t, x)) = E(t, x, g(t, x))ẋ−K(t, x, g(t, x)),
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with entrywise polynomial functions E : I × Dx × G → Rn,n and K : I × Dx × G → Rn,
then the polynomial representation yields a quasi-linear DAE of the form Ẽ(t, y)ẏ = K̃(t, y),
where Ẽ and K̃ are polynomial in y.

Example 1.2 The polynomial reformulation of the differential-algebraic equation

0 = F (t, x, ẋ, g(t, x)) :=

[
ẋ1 + ẋ2

x1 − ex1x2

]
with nonlinear term g(t, x) = ex1 is given by

0 = F̃ (t, y, ẏ) =

 ẋ1 + ẋ2
x1 − zx2
ż − zẋ1

 , (1.6)

where we substituted z = g(t, x) = exp(x1) and set y =
[
x1 x2 z

]T
. The polynomial

representation (1.6) is a quasi-linear DAE of the form E(y)ẏ = K(y), where E is linear and
K bilinear in y.

It is obvious that (1.2) is a special case of (1.1). The reformulation (1.5) generalizes the afore-
mentioned ‘polynomialization’ procedure to general DAEs and allows for a time-dependency
of the nonlinear term. In particular, the results obtained in Section 3 are also valid for the
original method by Gu [9]. A further generalization to nonlinear terms of the form g(t, x, ẋ)
seems possible but is beyond the scope of this paper. Note that in this situation the resulting
system is of higher order, which requires additional treatment [18].

The Carleman bilinearization [7, 22] is another simplification procedure, which approxi-
mates general nonlinear ordinary differential equations (ODEs) by systems that are quadratic
and even bilinear in the state variable x. In contrast, the discussed polynomial representation
yields an exact representation on the cost of using a higher state space dimension. The moti-
vation for such a reformulation procedure is the generation of a more accessible structure on
the right-hand side of ODEs or quasi-linear DAEs that can be exploited in applications such
as model order reduction [2, 4] or the regularization of delay differential-algebraic equations
(DDAEs) [11]. Moreover, the polynomial structure can be used within computer algebra
systems, for example to compute a smooth singular value decomposition [21].

Example 1.3 An application of the polynomial reformulation procedure is the regularization
of quasi-linear DAEs with linear delay term of the form

E(t, x)ẋ = K(t, x) +B(t)∆τx+ f(t), (1.7)

where E : I × Dx → Rn,n is a pointwise singular matrix function with constant rank r on
some solution space L ⊆ I × Dx, K : I × Dx → Rn a nonlinear function, B : I → Rn,n a
matrix function, f : I → Rn the inhomogeneity and for given τ > 0, the operator ∆τ is
the (backward) shift operator, i. e., (∆τx)(t) = x(t − τ). The regularization procedure for
DDAEs requires a series of algebraic manipulations, differentiations, and applications of shift
operators [11]. The extension of the regularization procedure of [11] to systems of the form
(1.7) requires (loosely speaking) the following steps. Remove redundancies in E,K and B to
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obtain the system 
E1(t, x)

0
0
0

 ẋ =


K1(t, x)
K2(t, x)

0
0

+


B1(t)
B2(t)
B3(t)

0

∆τx+


f1
f2
f3
f4

 ,
where the last row gives a consistency condition for the inhomogeneity. Then iteratively
remove the redundancies in[

K2(t, x)T (B3(t+ τ)x)T
]T

and
[
E1(t, x)T K2,x(t, x)T B3(t+ τ)T

]T
to obtain a shift- and strangeness-free system [11]. Numerically removing redundancies is
performed via rank revealing decompositions, which however may be computationally infea-
sible, in particular for large-scale vector-valued nonlinear functions, which require a good
approximations of the solution trajectory for the linearization and the computation of the
Jacobians. Hence the numerical implementation of the regularization procedure is a diffi-
cult task. However, if we denote by

⊗i
j=1 y the i times Kronecker product of y, then the

polynomial representation of (1.7) can be written as

Ẽ(t, y)ẏ =

Nk∑
i=1

K̃i(t)
i⊗

j=1

y + B̃(t)∆τy + f̃(t) with K̃i : I→ Rn,n
i
,

and the required row compressions can be accomplished in a much easier way, because the
Jacobians are easily available and it is much easier to work pointwise.

If ∂
∂ẋF is nonsingular, then the DAE (1.1) is (locally) equivalent to an ODE and so is the

reformulated system (1.5). However, in the case of DAEs with singular ∂
∂ẋF , the solution x

usually depends (implicitly) on derivatives of F and the required degree of differentiability is
classified by one of many different index concepts [15, 17]. Furthermore, the set of possible
initial conditions is restricted [15]. If more than one derivative is implicitly required, then this
restricts the class of numerical integration methods for (1.1) [13, 15] and for such higher index
problems one typically observes order reduction, ill-conditioning of the nonlinear systems or
even divergence of the numerical method. For this reason an index reduction [15] is performed,
which reformulates the system as a new DAE with the same solution set but that is better
suited for numerical integration and control, and from which consistent initial conditions can
be deduced.

In this paper we investigate whether the extension of the polynomial representation pro-
cedure of [9] to DAEs increases the (strangeness) index of the DAE and how it performs when
combined with index reduction. The main contribution of the paper is given in section 3,
where we show that under some further differentiability assumption on the nonlinear func-
tion g and a restriction of the solution manifold, the strangeness index is preserved during
the reformulation. Section 4 is dedicated to some numerical observations and remarks. We
illustrate the findings with examples.

2 Notation and Index Concept

In the following we denote by x(j) the j-th (time) derivative of a function x : I→ Rn, where
I ⊆ R is a closed interval, but use the short versions ẋ = x(1) and ẍ = x(2). For partial
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derivatives we use the short notation ∂
∂xf = fx. If g : I× Dx → Rm, then the Hessian gxx is

a tensor and gxxxx is short hand for (gxxx)x.
Consider a DAE of the form

F (t, x, ẋ) = 0 (2.1)

with F : I×Dx ×Dẋ → Rn and Dx,Dẋ ⊆ Rn open. We use the concept of classical solutions,
i. e., a one time continuously differentiable function x ∈ C1(I,R) is a solution of (2.1) if x
satisfies (2.1) pointwise. An initial condition x(t0) = x0 ∈ Rn is called consistent, if the
associated initial value problem

F (t, x, ẋ) = 0, x(t0) = x0 (2.2)

has at least one solution. For this paper, we assume that (2.1) is regular, i. e., (2.2) has a
unique solution for every consistent initial condition. Note that (1.1) is a special case of
(2.1), such that the concepts introduced in this section are valid for (1.1). As discussed in
the introduction, the solution of (2.2) often implicitly depends on derivatives of F , and the
degree of differentiability is classified by one of a variety of index concepts [17]. Here, we
employ the strangeness index concept [15], which is based on derivative arrays [5]. Consider
the derivative array of level ` defined by

F`

(
t, x, ẋ, . . . , x(`+1)

)
=


F (t, x, ẋ)
d
dtF (t, x, ẋ)

...(
d
dt

)`
F (t, x, ẋ)

 ,
and the Jacobians

M`

(
t, x, ẋ, . . . , x(`+1)

)
= F`;ẋ,...,x(`+1)

(
t, x, ẋ, . . . , x(`+1)

)
,

N`

(
t, x, ẋ, . . . , x(`+1)

)
= −

[
F`;x

(
t, x, ẋ, . . . , x(`+1)

)
0 · · · 0

]
both of dimension (`+ 1)n× (`+ 1)n, where F`;ẋ,...,x(`+1) is short hand for

F`;ẋ,...,x(`+1) =
[
F`;ẋ F`;ẍ · · · F`;x(`+1)

]
and not to be confused with the tensor notation above. We introduce the following hypothesis,
see [15, Hypothesis 4.2], written in slightly different form.

Hypothesis 2.1 There exist integers µ, aµ and dµ such that the set

Lµ =
{(
t, x, ẋ, . . . , x(µ+1)

)
∈ R(µ+2)n+1

∣∣Fµ (t, x, ẋ, . . . , x(µ+1)
)

= 0
}

associated with F is nonempty and such that for every (t0, x0, ẋ0, . . . , x
(µ+1)
0 ) ∈ Lµ, there

exists a (sufficiently small) neighborhood in which the following properties hold:

1. We have rank(Mµ(t, x, ẋ, . . . , x(µ+1))) = (µ + 1)n − aµ on Lµ such that there exists a
smooth matrix function Z2,µ of size (µ+1)n×aµ and pointwise maximal rank, satisfying
ZT2,µMµ = 0 on Lµ.
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2. We have rank(A2,µ(t, x, ẋ, . . . , x(µ+1))) = aµ, where A2,µ = ZT2,µNµ

[
In 0 · · · 0

]T
such that there exists a smooth matrix function T2,µ of size n × dµ, dµ = n − aµ and
pointwise maximal rank, satisfying A2,µT2,µ = 0.

3. We have rank(Fẋ(t, x, ẋ)T2,µ(t, x, ẋ, . . . , x(µ+1))) = dµ such that there exists a
smooth matrix function Z1,µ of size n × dµ and pointwise maximal rank, satisfying
rank(E1,µT2,µ) = dµ, where E1,µ = ZT1,µFẋ.

The strangeness index is defined by using Hypothesis 2.1, see Definition 4.4 in [15].

Definition 2.2 (Strangeness index) Consider a DAE of the form (2.1). The smallest
value of µ such that F satisfies Hypothesis 2.1 is called the strangeness index of (2.1). If
µ = 0, then the differential-algebraic equation is called strangeness-free.

In the following, we suppress the subscript µ for better readability, whenever it is obvious
from the context.

In section 3 we consider a special case of the hypothesis which assumes that each matrix
Mk for k = 0, . . . , µ has constant rank. This additional assumption was included in the
original definition of the strangeness index [14] and is weaker than the general hypothesis
where the rank only has to be constant for Mµ. The following Theorem 2.3 suggests a
piecewise consideration of the problem if the constant rank assumption is violated. It is taken
from [15] and is a Corollary of Theorem 10.5.2 from [6].

Theorem 2.3 Let I ⊆ R be a closed interval and M ∈ C(I,Cm,n). Then there exist open
intervals Ij ⊆ I, j ∈ N, with ⋃

j∈N
Ij = I, Ii ∩ Ij = ∅ for i 6= j, (2.3)

and integers rj ∈ N0, j ∈ N, such that

rankM(t) = rj for all t ∈ Ij .

In the case of DDAEs, see for example [1] and the references within, so called breaking points
[10] enforce a piecewise smooth solution concept. For constant delay τ > 0 the breaking
points are given as the integer multiples of τ and the strangeness index (if defined) may
differ on the intervals [(` − 1)τ, `τ ] for ` ∈ N. Hence, a restriction to subintervals Ij ⊆ I
might be necessary and in general, the constant rank assumptions (even for Hypothesis 2.1)
only hold on subintervals. A further reason for the restriction to subintervals is imparted in
Example 2.4.

Example 2.4 Consider the DAE

0 = F (t, x, ẋ, g(t, x)) =

[
ẋ1 − |x1| − exp(x2)

sin(x2)

]
with g(t, x) =

 |x1|
exp(x2)
sin(x2)

 (2.4)

for t ∈ I := [0,∞). Obviously, g has no explicit derivative due to the absolute value in the

first entry. If the initial condition x(t0) = x0 =
[
x0,1 x0,2

]T
satisfies x0,1 ≥ 0, then it is easy

to see that x1(t) ≥ 0 for all t and hence |x1| = x1 is already in polynomial form. Otherwise,
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the sign of x1 changes at t = log(exp(x0,2)− x0,1)− x0,2 from −1 to 1 and we cannot expect
a global polynomial representation. Instead we handle (2.4) piecewise, such that g reduces to
g(t, x) =

[
exp(x2) sin(x2)

]
, and a polynomial representation is given by

0 = F̃1(t, y, ẏ) =


ẋ1 + x1 − z1

z2
ż1 − z1ẋ2
ż2 − z3ẋ2
ż3 + z2ẋ2


if x0,1 < 0 and t < log(exp(x0,2)− x0,1)− x0,2, and

0 = F̃2(t, y, ẏ) =


ẋ1 − x1 − z1

z2
ż1 − z1ẋ2
ż2 − z3ẋ2
ż3 + z2ẋ2


otherwise. Note that a second reformulation step with z3 = cos(x2) was applied to obtain the
above quasi-linear systems.

The occurrence of an absolute value or a signum function is typical for hybrid systems, i. e.,
systems that switch between multiple models. The index, the number of algebraic constraints
and free variables may change in such systems and discontinuities or jumps can occur at the
switching points [19].

Lemma 2.5 Suppose that (2.1) is regular and has strangeness index µ. If for k = 0, 1, . . . , µ
exist integers ak such that rank(Mk) = (k + 1)− ak on Lk, then

rank(A2,k) = ak for all k = 0, 1, . . . , µ.

Proof. To proceed with a proof by contradiction, assume that there exists k0 < µ such that
rank(A2,k0) < ak0 . Then the matrix Mk0+1 is of the form

Mk0+1 =

[
Mk0 0
∗ M0

]
,

and hence Z2,k0+1 is given by

Z2,k0+1 =

[
Z2,k0 Yk0+1

0 Zsk0+1

]
∈ R(k0+2)n,ak0+1 with rank

(
Zsk0+1

)
= ak0+1 − ak0 ≥ 0,

where the columns of Zsk0+1
span a subspace of range(Z2,0). We have

A2,k0+1 = ZT2,k0+1Nk0+1

[
In 0 . . . 0

]T
= −ZT2,k0+1Fk0+1;x

= −

[
ZT2,k0 0

Y T
k0+1 ZTsk0+1

][
Fk0;x

∂
∂x

(
d
dt

)k0+1
F (t, x, ẋ)

]

= −

[
ZT2,k0Fk0;x

Y T
k0+1Fk0;x + ZTsk0+1

∂
∂x

(
d
dt

)k0+1
F (t, x, ẋ)

]
∈ Rak0+1,n.
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Hence, rank(A2,k0+1) ≤ rank(ZT2,k0Fk0;x) + ak0+1 − ak0 < ak0 + ak0+1 − ak0 = ak0+1, which is
a contradiction to the existence of the strangeness index.

As a direct consequence, we get the following result.

Lemma 2.6 Let F be regular with Fẋ having constant rank on L0. A necessary condition for
F to have a well-defined strangeness index is that rank(

[
Fx Fẋ

]
) = n on L0.

Proof. Let Z2 be as in Hypothesis 2.1 and complete Z2 to a nonsingular matrix Z =
[
Z ′2 Z2

]
.

The assertion then follows directly from

[
Fx Fẋ

]
=
[
−N0 M0

]
= Z−T

[
−(Z ′2)

TN0 (Z ′2)
TM0

−A2 0

]
.

The results of Lemmas 2.5 and 2.6 are illustrated in the following example.

Example 2.7 The algebraic equation

0 = F (t, x, ẋ) = x2

is a special case of a DAE. We have M0 = 0, Z2 = 1 and A2 = ZT2 N0 = −2x has constant
rank zero on L0. According to Lemma 2.5, F has no strangeness index, and we have indeed

rank(
[
Fx Fẋ

]
) = rank

[
2x 0

]
= rank

[
0 0

]
= 0 < 1 on L0

in agreement with Lemma 2.6.

3 Index Preservation in Polynomial Representations

In this section we discuss the effect of the polynomial representation on the strangeness index
of the DAE. Let us first illustrate the difficulties with an example.

Example 3.1 Verifying Hypothesis 2.1 for Example 1.2 yields the characteristic values µ = 0,
a0 = 1, and d0 = 1. The matrices are given by

Z2 =

[
0
1

]
, T2 =

[
1

1−ex1x2
ex1

]
, Z1 =

[
1
0

]
and the DAE is already in strangeness-free form. Considering the polynomial representation
F̃ , we check Hypothesis 2.1 for the extended system and mark the corresponding characteristic
values and matrices with ‘∼’. The Jacobians are given by

M̃0 =

 1 1 0
0 0 0
−y3 0 1

 and Ñ0 =

 0 0 0
−1 y3 y2
0 0 ẏ1

 .
Since L0 is nonempty, so is L̃0 by simply setting y3 = g(t, x), ẏ3 = gt(t, x) + gx(t, x)ẋ for
(t, x, ẋ) ∈ L0. Moreover, rank(M̃0) = 2, which implies ã0 = 1 and accordingly, we have
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rank(Ã2,0) = 2 = ã0. The relevant matrices in Hypothesis 2.1 for the reformulated system
(1.5) are given by

Z̃2,0 =

0
1
0

 , T̃2,0 =

y3 y2
1 0
0 1

 , F̃0,ẋT̃2,0 =

y3 + 1 y2
0 0
−y23 −y3y2 + 1

 .
The product F̃0,ẋT̃2,0 has rank 2 for y1 = 0, y2 = 0, y3 = exp(y1) and rank 1 for y1 = 0,
y2 = 0, y3 = −1 and is hence not constant on L̃0. Thus, Hypothesis 2.1 does not hold for the
extended system and µ̃ = 0. This means that in general we cannot expect that the polynomial
representation is compatible with the standard Hypothesis and therefore with the standard
index reduction procedure.

As Example 3.1 suggests, in order to compare the standard and the reformulated system
we may have to modify the Hypothesis for the extended system. To do this and to analyze
the behavior of the reformulated DAE (1.5), we consider the restricted solution manifold

L̃r0 =
{

(t, x, z, ẋ, ż) ∈ R2(n+m)+1
∣∣(t, x, ẋ) ∈ L0, z = g(t, x)

}
,

and we have the following lemma.

Lemma 3.2 Let (1.1) be regular and strangeness-free. Then the reformulated DAE (1.5)
satisfies rank(

[
F̃y F̃ẏ

]
) = n+m on L̃r0.

Proof. We have

rank(
[
F̃y F̃ẏ

]
) = rank

([
Fx Fz Fẋ 0

−gxxẋ− gtx 0 −gx Im

])
= rank

([
Fx Fz Fẋ

])
+m,

where Im is the m×m identity matrix. Let Z2 span the left nullspace of Fẋ (as in Hypothe-
sis 2.1) and let Z ′2 complete Z2 to a nonsingular matrix. Then,[

(Z ′2)
T ZT2

] [
Fx Fz Fẋ

]
=

[
(Z ′2)

TFx (Z ′2)
TFz (Z ′2)

TFẋ
ZT2 Fx ZT2 Fz 0

]
on L̃r0, where (Z ′2)

TFẋ has full row rank by Lemma 2.6. Suppose that the assertion is false,
i. e.,

[
ZT2 Fx ZT2 Fz

]
is rank deficient. This implies that also

ZT2 (Fx + Fzgx) = ZT2
[
Fx Fz

] [In
gx

]
is rank deficient, which is a contradiction to Lemma 2.6. Hence, the matrix function[

ZT2 Fx ZT2 Fz
]

= ZT2
[
Fx Fz

]
(3.1)

has pointwise full row rank and the result follows.

Theorem 3.3 Suppose that the DAE (1.1) is regular and strangeness-free with characteristic
values a and d. If F is continuously differentiable and g is twice continuously differentiable,
i. e., g ∈ C2(I× Dx,G), then (1.5) is strangeness-free on L̃r0 with characteristic values ã = a
and d̃ = d+m.
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Proof. First note that, if the initial condition for z is given by z0 = g(t0, x0), then the
unique solution of ż(t) = gt(t, x) + gx(t, x)ẋ(t) is given by z = g(t, x). Hence, for such
initial conditions the reformulated DAE (1.5) is regular and we can check Hypothesis 2.1. As
before, all characteristic values and matrices corresponding to (1.5) are marked with ‘∼’. The
restricted solution manifold L̃r0 is nonempty by definition and in the remainder of this proof,
all investigations are performed on L̃r0, i. e., we have z = g(t, x) for all (t, x, ẋ) ∈ L0. We have

rank(M̃0) = rank

[
Fẋ 0
−gx Im

]
= rank(M0) +m = (n+m)− a.

Let Z2 be as in Hypothesis 2.1 with pointwise maximal rank. Then Z̃2 =
[
ZT2 0

]T ∈ Rn+m,a

has pointwise maximal rank and spans the left nullspace of M̃0. The Jacobians with respect
to x and y of the original and the reformulated system are given by

N0 = −Fx − Fzgx, Ñ0 = −F̃y = −
[

Fx Fz
−gtx − gxxẋ 0

]
,

respectively. Hence, the matrix-function Ã2 is given by

Ã2 = Z̃T2 Ñ0 = −ZT2
[
Fx Fz

]
with rank(Ã2) = a by Lemma 3.2 and (3.1), and thus ã = a. It follows that the kernel of Ã2

has dimension n+m− ã = d+m, i. e., d̃ = d+m. For v ∈ kernel(A2) we have

Ã2

[
v
gxv

]
= −ZT2 (Fxv + Fzgxv) = −ZT2 (Fx + Fzgx) v = A2v = 0.

Since dim(T̃2) = d+m, there exists a matrix V =
[
V T
1 V T

2

]T
such that its columns span a

subspace of kernel(Ã2), and at the same time

gx(t, x)V1 − V2

is pointwise nonsingular. Setting
[
Ṽ1 Ṽ2

]
= Ṽ = V (−gx(t, x)V1 + V2)

−1 and

T̃2 =

[
T2 Ṽ1

gx(t, x)T2 Ṽ2

]
, Z̃1 =

[
Z1 0
0 Im

]
,

we have

F̃0,ẏT̃2 =

[
Fẋ 0

−gx(t, x) Im

] [
T2 Ṽ1
gxT2 Ṽ2

]
=

[
FẋT2 FẋṼ1

0 Im

]
,

which clearly has rank d + m = d̃ on L̃r0. It is obvious that rank(Z̃T1 F̃ẏT̃2) = d + m and
Hypothesis 2.1 is satisfied for µ̃ = 0, ã = a and d̃ = d+m. In particular, F̃ is strangeness-free
on L̃r0.

Remark 3.4 If g acts only on the differential equations, i. e., ZT2 Fz = 0, then the kernel of
Ã2 can be chosen as

T̃2 =

[
T2 0
0 Im

]
∈ Rn+m,d+m.

In particular, this is true in the case of implicit ordinary differential equations.
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Remark 3.5 For the numerical integration of general DAEs, a strangeness-free form is desir-
able. If µ > 0, then the strangeness-free form can be obtained (locally) via choosing pointwise
orthonormal matrices Z1 and Z2. Since most numerical integration methods are invariant un-
der multiplications with nonsingular matrices from the left, it is not even necessary to choose
smooth projections Z1, Z2, it is enough that there exist such smooth transformations [8, 15].
These matrices are commonly choosen to be orthonormal to avoid ill-conditioning. Perform-
ing the polynomial representation prior to the strangeness-free reformulation in general then
again leads to a non-polynomial system (see Example 3.6 below). Thus, it is advisable to first
apply the index reduction procedure before computing the polynomial representation.

Example 3.6 We perform the polynomial reformulation to the dynamical system given by

0 = F (t, x, ẋ, g(t, x)) =

[
ẋ1 − ex2

x2ẋ1 + x2(1− ex2)− 1

]
with g(t, x) = exp(x2) and obtain the system

0 = F̃ (t, y, ẏ) =

 ẋ1 − z
x2ẋ1 + x2(1− z)− 1

ż − zẋ2

 .
The computation of an orthonormal matrix function Z̃2 as in Hypothesis 2.1 can be performed
via (smooth) QR-decomposition of M̃0 = F̃ẋ given by

M̃0 =

 1 0 0
x2 0 0
0 −z 1

 =
1√

1 + x22

 1 0 −x2
x2 0 1

0
√

1 + x22 0

√1 + x22 0 0
0 −z 1
0 0 0

 ,
which implies Z̃T2 =

(
1 + x22

)− 1
2
[
−x2 1 0

]
. The strangeness-free form is given as

0 =

[
Z̃T1 F̃

Z̃T2 F̃0

]
=

 ẋ1 − zż − zẋ2
x2−1√
1+x22

 with Z̃T1 =

[
1 0 0
0 0 1

]
,

which is not in polynomial form. Introducing a second variable z2 = (1 + x22)
− 1

2 would then
lead to a strangeness-free system in polynomial form of dimension four. On the other side,
performing the strangeness-free reformulation analytically (i. e., we do not require Z̃2 to be
orthonormal), we obtain the three dimensional system

0 =

[
Z̃T1 F̃

Z̃T2 F̃0

]
=

 ẋ1 − zż − zẋ2
x2 − 1

 .
For a DAE (1.1) with strangeness-index µ > 0, one can first perform a strangeness-free

reformulation F̂ and then determine the polynomial representation and hence Theorem 3.3
applies. On the other hand, most algorithms, see e. g. [16], perform the index reduction along
the time integration. A polynomial reformulation is not possible due to the local character of
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the time integration and the reformulation must be applied beforehand. We first investigate
the case µ = 1. Similarly as before, we introduce the set

L̃r1 =
{

(t, x, z, ẋ, ż, ẍ, z̈) ∈ R3(n+m)+1
∣∣ (t, x, ẋ, ẍ) ∈ L0, z = g(t, x), ż = gx(t, x)ẋ+ gt(t, x)

}
and perform all computation on the restriction to L̃r1. We have

M0 = Fẋ, M1 =

[
Fẋ 0

Fẋt + Fẋxẋ+ Fx + Fẋẋẍ+ Fẋzgt + Fẋzgxẋ+ Fzgx Fẋ

]

M̃0 =

[
Fẋ 0
−gx 1

]
, M̃1 =


Fẋ 0 0 0
−gx Im 0 0

Fẋt + Fẋxẋ+ Fx + Fẋẋẍ+ Fẋz ż Fz Fẋ 0
−2gxt − 2gxxẋ 0 −gx Im


and as in the proof of Lemma 2.5 we choose Z2,1 in the form

Z2,1 =

[
Z2,0 Y1

0 Zs1

]
and Zs1 spans a subspace of range(Z2,0). Moreover, from the proofs of Lemma 2.5 and
Theorem 3.3, we know that Z̃2,1 takes the form

Z̃T2,1 =

[
ZT2,0 0 0 0

Ỹ T
1,1 Ỹ T

1,2 Z̃Ts1 0

]
.

Comparing the products ZT2,1M1 and Z̃T2,1M̃1 given by

ZT2,1M1 =

[
ZT2,0Fẋ 0

Y T
1 Fẋ + ZTs1 (Fẋt + Fẋxẋ+ Fx + Fẋẋẍ+ Fẋzgt + Fẋzgxẋ+ Fzgx) ZTs1Fẋ

]
,

Z̃T2,1M̃1 =

[
ZT2,0Fẋ 0 0 0

Ỹ T
1,1Fẋ − Ỹ T

1,2gx + Z̃Ts1 (Fẋt + Fẋxẋ+ Fx + Fẋẋẍ+ Fẋz ż) Ỹ T
1,2 + Z̃Ts1Fz Z̃Ts1Fẋ 0

]
,

yields Ỹ T
1,2 = −Z̃Ts1Fz. Since ż(t) = gx(t, x)ẋ+gt(t, x) on L̃r1, we see that the choices Ỹ1,1 = Y1

and Z̃s1 = Zs1 satisfy the condition Z̃T2,1M̃1 = 0. In particular, the columns of Z̃2,1 span the

left nullspace of M̃1, because the columns of Z2,1 span the left nullspace of M1. Therefore,
Z̃2,1 is given by

Z̃T2,1 =

[
ZT2,0 0 0 0

Y T
1 −ZTs1Fz ZTs1 0

]
,

and we have rank(Z̃2,1) = rank(Z2,1) = a1, since Zs1 has full row rank. Consider the matrices
A2,1, T2,1 and Ã2,1 of Hypothesis 2.1. Then we have

Ã2,1

[
T2,1
gxT2,1

]
= 0.

Assume that (1.5) satisfies rank(F̃1;y,ẏ,ÿ) = 2(n+m) on L̃r1. Complete Z̃2,1 to a nonsingular
matrix Z̃0 =

[
Z̃ ′2,1 Z̃2,1

]
and scale F̃1;y,ẏ,ÿ from the left with Z̃T0 to obtain

2(n+m) = rank(Z̃T0 F̃1;y,ẏ,ÿ) = rank

[
(Z̃ ′2,1)

T F̃1;y (Z̃ ′2,1)
T F̃1;ẏ,ÿ

Z̃T2,1F̃1;y 0

]
= rank(Z̃ ′2,1)

T F̃1;ẏ,ÿ + rank Z̃T2,1F̃1;y,
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which implies that rank(Ã2,1) = a. Hence, dim kernel(Ã2,1) = d + m, and the construction
of T̃2,1 proceeds analogously as in the proof of Theorem 3.3. Using Z̃1,1 as before, it is easy
to verify part three of Hypothesis 2.1. Summarizing the previous discussion, we have proved
the following theorem.

Theorem 3.7 Suppose that (1.1) is regular and satisfies Hypothesis 2.1 with characteristic
values µ = 1, a and d, and that (1.5) satisfies rank(F̃1;y,ẏ,ÿ) = 2(n + m) on L̃r1. Then the
strangeness index of (1.5) is µ̃ = µ = 1 on L̃r1 with characteristic values ã = a and d̃ = d+m.

Example 3.8 Consider a DAE (1.1) and its reformulation (1.5) given by

F (t, x, ẋ, g(t, x)) =

[
ex1x2ẋ1 + ex1 ẋ2 − x1 + 1

ex1x2

]
, F̃ (t, y, ẏ) =

zx2ẋ1 + zẋ2 − x1 + 1
zx2

ż − ex1 ẋ1


with g(t, x) = exp(x1). The system is regular, since the second equation implies x2 ≡ 0, and
therefore x1 ≡ 1 using the first equation. It is easy to verify Hypothesis 2.1 for µ = 1, with
characteristic values a = 2, and d = 0 and matrices

ZT2,1 =

[
0 1 0 0
−1 0 0 1

]
, A2,1 = −

[
ex1x2 ex1

1 0

]
, T2,1 =

[ ]
, Z1,1 =

[ ]
.

The strangeness-free form is given by

0 =

[
ZT1,1F

ZT2,1F1

]
=

[
ex1x2
1− x1

]
.

For the reformulated system F̃ we proceed as suggested. Since ZTs1Fz = x2 we have

Z̃T2,1 =

[
0 1 0 0 0 0
−1 0 −x2 0 1 0

]
and Ã2,1 = −

[
0 z x2

1 + ex1 ẋ1x2 ż − zẋ1 −x2ẋ1

]
.

On L̃r0 we have rank(Ã2,1) = 2 and we obtain T̃2,1, Z̃2,1 and the strangeness-free representation
as

T̃2,1 =

0
0
1

 , Z̃1,1 =

0
0
1

 and 0 =

[
Z̃T1,1F̃

Z̃T2,1F̃1

]
=

ż − ex1 ẋ1zx2
1− x1

 .
Note that we have used the precise reformulation (1.5) to generate F̃ . If we replace the third
equation by ż−zẋ1 = 0, we get the same characteristic values but cannot use the construction
for Z̃2,1 as in the previous discussion. Instead, Z̃2,1 is then given by

Z̃T2,1 =

[
0 1 0 0 0 0
−1 0 0 0 −1 0

]
.

The remaining matrices can be chosen as before.

To prove the result for arbitrary strangeness index, we define the derivative array for the
nonlinear function g of level ` by

G`

(
t, y, ẏ, . . . , y(`)

)
=


G(t, x, z)
d
dtG(t, x, z)

...(
d
dt

)`
G(t, x, z)

 ,
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using G(t, x, z) = z − g(t, x) and define the restricted solution manifold L̃r` of level ` by

L̃r` =
{

(t, y, ẏ, . . . , ẏ(`+1)) ∈ R(`+2)(n+m)+1
∣∣ (t, x, . . . , x(`+1)

)
∈ L`, 0 = G`

(
t, y, . . . , y(`)

)}
.

Theorem 3.9 Suppose that (1.1) is regular and satisfies Hypothesis 2.1 with characteristic
values µ, a and d, and that (1.5) satisfies

rank
(
F̃k;y,ẏ,...,y(k+1)

)
= (k + 1)(n+m) on L̃rk for k = 0, . . . , µ. (3.2)

If the constant rank conditions for Mk and Nk hold for all k = 0, . . . , µ, then the strangeness
index of (1.5) is µ̃ = µ on L̃rµ with characteristic values ã = a and d̃ = d+m.

Proof. The proof follows by induction over µ and as in the previous proofs we consider all
equalities only on the restricted solution manifolds. Suppose the claim is valid for µ−1. Then
we have (as in the proof of Theorem 3.7) that

Z2,µ =

[
Z2,µ−1 Yµ

0 Zpµ

]
and Z̃2,µ =

Z̃2,µ−1 Ỹµ
0 Z̃pµ
0 0

 .
By the same arguments as in the proof of Theorem 3.7 we have the relation Z̃pµ = Zpµ
and hence ã = a. The constant rank assumptions (3.2) ensure the existence of a matrix
V =

[
V T
1 V T

2

]
such that its columns span a subspace of kernel(Ã2,µ) and at the same time

gx(t, x)V1 − V2

is nonsingular. The matrix T̃2,µ of size n+m× d+m given by

T̃2,µ =

[
T2 V1

gx(t, x)T2 V2

]
has full row rank and satisfies Ã2,µT̃2,µ = 0. The argument for the third part of Hypothesis 2.1
follows along the lines of the proof of Theorem 3.3.

4 Some observations on the numerical properties

In this section we illustrate some numerical properties of the polynomial reformulation ap-
proach. First and obvious, the state dimension is increased. If the system arises from the
spatial discretization of a partial differential equation, nonlinear terms are typically present
for each component, giving raise to numerous additional equations.

Example 4.1 The two dimensional sine-Gordon equation, see e. g. [3], used for example to
model Josephson junctions, is given by

∂2u

∂t2
+ ρ

∂u

∂t
=
∂2u

∂ξ2
+
∂2u

∂ζ2
− φ(ξ, ζ) sin(u) in Ω × I, (4.1)
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with u = u(ξ, ζ, t), ρ ≥ 0 is the dissipative term, φ is the Josephson current density and
Ω = {(ξ, ζ) ∈ R2 | ‖(ξ, ζ)‖∞ ≤ 1} is a square domain. Applying the method of lines with
finite differences to (4.1) yields an ODE of the form

D2x(t) + ρDx(t) = Ax(t)−G(x(t)), (4.2)

where x ∈ R(N+1)2 is the spatial approximation of u, D is a differential operator, A the
discretized Laplacian and the nonlinear term G contains sin(xi) for i = 1, . . . , (N + 1)2. As
already discussed in Example 2.4, we require two additional state variables to rewrite a sine
function in polynomial form (due to the cosine arising in the derivative), hence a polynomial
reformulation of (4.2) increases the state space dimension by 2(N + 1)2.

The second immediate observation is that the polynomial reformulation may require symbolic
manipulation of the system equations, which may not be available.

To analyze the impact of the polynomial reformulation on the numerical integration we
consider initial value problems of the form

0 = F (t, x, ẋ, z, ż), x(t0) = x0, z(t0) = z0 = g(t0, x0) (4.3)

in the interval I = [t0, tf ] ⊆ R. We introduce the set of gridpoints {ti}Ni=0 satisfying
t0 < t1 < . . . < tN = tf with stepsizes hi := ti+1 − ti for i = 0, . . . , N − 1, and denote by
Xi,Zi approximations to the solution x(ti), z(ti), respectively. Let us consider the implicit
Euler method applied to the strangeness-free problem, which is given by the implicit iteration

0 = F

(
ti+1,Xi+1,

Xi+1 − Xi
hi

,Zi+1,
Zi+1 − Zi

hi

)
,

which in each step can be solved using the Newton method.

Example 4.2 Consider the initial value problem

ẋ1 = ω sin(ωx2), x1(t0) = x1,0,

ẋ2 = 1, x2(t0) = x2,0,
(4.4)

with solution x2(t) = t+x2,0 and x1(t) = − cos(ω(t+x2,0)) +x1,0 + cos(ωx2,0). A polynomial
reformulation is given by

ẋ1 = ωz1, x1(t0) = x1,0,

ẋ2 = 1, x2(t0) = x2,0,

ż1 = ωz2, z1(t0) = sin(ωx2,0),

ż2 = −ωz1, z2(t0) = cos(ωx2,0).

(4.5)

Clearly, both systems are ODEs and hence strangeness-free. The numerical solution and
absolute error of the x1 component of (4.4) and (4.5) for constant stepsize h = 0.02 is
depicted in Figure 4.1. The numerical approximation of (4.4) is as expected, with a maximal
error ‖x(ti) − Xi‖ < 0.06. In contrast to this, the numerical solution of the polynomial
reformulation is given by

Xi+1,1

Xi+1,2

Zi+1,1

Zi+1,2

 =


1 0 hiω

1+h2iω
2

h2iω
2

1+h2iω
2

0 1 0 0

0 0 1
1+h2iω

2
hiω

1+h2iω
2

0 0 − hiω
1+h2iω

2
1

1+h2iω
2




Xi,1
hi + Xi,2

Zi,1
Zi,2.
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Figure 4.1: Numerical solution (left) and absolute error (right) of (4.4) (blue, solid) and (4.5)
(red, dashed) for I = [0, 5], ω = 5, N = 251 and constant stepsize h = 0.02.

In particular, we have

Z2
i+1,1 + Z2

i+1,2 =
1

1 + h2iω
2

(
Z2
i,1 + Z2

i,2

)
< Z2

i,1 + Z2
i,2 (4.6)

implying that the numerical approximation Xi+1,1 decays to zero (in agreement with Fig-
ure 4.1).

An immediate idea is to use the error indicator ‖g(ti,Xi)−Zi‖ to implement a stepsize control.
In Example 4.2 this will lead to very small stepsizes hi satisfying (1+h2iω

2)−1 = 1 in machine
precision (compare with (4.6)). Employing the DAE context, one could also enforce the
invariant by adding the constraint

1 = z21 + z22 (4.7)

to (4.5). The system (4.5), (4.7) then becomes overdetermined and one could solve it as an
overdetermined system or add a Lagrange multiplier λ for the extra constraint, yielding the
system

0 =


ẋ1 − ωz1
ẋ2 − 1

ż1 − ωz2 + λ(z21 + z22 − 1)
ż2 + ωz1 + λ(z21 + z22 − 1)

z21 + z22 − 1

 ,
which then requires another index reduction.

Remark 4.3 The polynomial reformulation procedure for system (4.4) adds the eigenvalues
±iω to the system. If the time integrator is not stable for purely imaginary eigenvalues, as
for example the explicit Euler method, the integration of the reformulated system is likely
to fail. In this case the use of structure preserving or geometric integrators [12] will allow to
preserve structural properties of the system lost in the reformulation process.

16



A structure preserving integrator may require additional computational cost and is not nec-
essarily required for the complete system. Rewriting the reformulated system (1.5) as

0 = F̃ (t, y, ẏ) =

[
F (t, x, ẋ, z)
G(t, x, ẋ, z, ż)

]
(4.8)

with G(t, x, ẋ, z, ż) = ż(t) − gx(x, t)ẋ − gt(t, x), we can use different integrators for F and
G and solve for (Xi+1,Zi+1) either simultaneously, or iteratively with a dynamic iteration
scheme [20], which is well understood for coupled ODEs.

Example 4.4 (Example 4.2 continued) We use (4.8) and solve F with the implicit Euler
and for G, we employ the two stage Lobatto IIIA method also known as (implicit) trapezoidal
rule. This scheme preserves the invariant (4.7). Using the same settings as in Example 4.2
this approach yields an approximation with absolute error similar to the approximation of
(4.4) with the implicit Euler method, as is illustrated in Figure 4.2.

Figure 4.2: Numerical solution (left) and absolute error (right) of (4.4), with the implicit
Euler (blue, solid), and (4.5), with the combined Euler, LobattoIIIA approach (red, dashed).

5 Conclusion

The polynomial representation procedure introduced in [9] has been extended to a class of
nonlinear differential-algebraic systems with well-defined strangeness index µ. It has been
shown that the strangeness index is preserved during the polynomial representation. In
particular, if the original system can be rewritten as an ODE, then the reformulated system
is also an ODE. To avoid ill-conditioning, one should in general first derive the strangeness-
free reformulation and then apply the polynomial representation procedure. The performed
numerical study has shown that the time integration might require a different ODE solver to
preserve additional invariants introduced by the polynomial reformulation.
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